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Abstract: Fake news is becoming a major challenge that greatly affects the public’s trust in
the media. In this paper, we propose a new solution, combining word embedding based on
CBOW (Continuous Bag Of Words) and the BERT (Bidirectional Encoder Representations
from Transformers) models to support fake news detection. This paper focuses on presenting
the proposed model and processing steps through the FND4Vn system, with a data set of
Vietnamese news. Experimental results show that this solution achieves accuracy as high as
0.96 in recall and has many advantages compared to existing methods.
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1 Introduction

Fake news is not a new phenomenon and has historically been commonly used in
certain situations. The purpose of fake news is to defame or elevate individuals,
solicit support for organizations or states and/or portray minority groups in an
intentionally negative manner. The tactic of creating public opinion by providing
false information has been used as a propaganda tool and has now become a major
problem. Fake news is often related to politics, marketing goods, image promotion,
elections and is especially popular in the period leading up to the 2016 US
presidential election or the current Russia-Ukraine war.

Currently, readers tend to doubt the reliability of information, especially
information posted on social networks. [1] shows that "using either mainstream or
alternative news sources is associated with higher levels of trust in comparison with
using social media as a main source". However, along with the strong development
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of the Internet, users easily access a huge amount of information through many
different communication channels, especially through social networks. This
environment also brings about an explosion of fake news that makes it difficult for
users to distinguish what is real and what is false. Therefore, more and more users
lose confidence in the information received. Statistics for February 2023 of Statista
(https://www statista.com/) show the trust of users in the media:
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Figure 1
Percentage of respondents trusting news media (https://www.statista.com/)

In the past few years, there has been a lot of research related to detecting fake news
and certain results have been achieved [2]. However, detecting fake news is a
difficult problem because those who create and distribute fake news always try to
adapt to create fake news that is most similar to real news and difficult to detect.
Furthermore, whether a news story is determined to be fake or not depends largely
on the perspective and perception of the evaluator. Therefore, research on detecting
fake news continues to attract scientists. Key issues related to detecting fake news
include building and updating data warehouses; how to process and represent data;
techniques to improve correct detection rates and processing times.

This paper presents our research results, when building the FND4Vn system, to
support the detection of fake news for two fields politics and pandemic on news
written in Vietnamese. The new contribution of this study, is the proposal of a
general model and detailed experimentation steps, based on the combination of
CBOW and BERT. With CBOW, document is vectorized based on, not only the
words appearing in that text, but also neighboring words (taking into account
contextual factors). With the vector representation based only on frequency, this
method allows increased accuracy because contextual factors in the text are also
very important. With BEST, this technique also allows efficient calculations on
multidimensional vector input data. The combination of these two techniques
contribute to improving the effectiveness of content-based, fake news detection.
The content of this paper includes main parts such as related research, proposal
approach, experimental process, analysis and evaluation of experimental results,
and finally, conclusions.
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2 Related Research

Currently, there are many different approaches to building systems to support fake
news detection. These approaches include analysis of news content, analysis of
news origin, analysis of author's style, analysis of news distribution route, etc. [3].
Among them, the content-based analysis method is the most commonly used. One
of the most commonly used content-based fake news detection methods today is
deep learning. [4]. If we search with Google for the term "fake news detection” and
"deep learning", we get the results... “About 156,000 results (0.37 seconds)”.

Deep feedforward neural networks are the basic model of deep learning. The goal
of a feedforward network is to approximate some function f* For example, for a
classifier, y=f*(x) maps input x (input) to output y (output). The forward neural
network defines a mapping y=f{(x,b) and finds the values of the parameters b,
resulting in the best approximation of the function f.

The general model of the neural network is shown below:
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Figure 2

Example of neural network model

The basic model of a neuron is called a receptor. Perceptron receives input signal
X= (X1, X2, ..., Xn+ 1) through transition layers to generate vector w=(w;, wy, ..., Wy+).
The Perceptron output is given as the dot product of the weight and the vector,
transformed by the activation function:

output = f(w.x) = f(EIH wix) (1)

Based on this general model, one can propose various deep learning algorithms that
behave similarly to machine learning algorithms. However, there is a key difference
that deep learning algorithms have different layers of data interpretation. Artificial
Neural Networks refers to networks of such algorithms collectively known as
Perceptrons [5].

Depending on the data, purpose and available resources, one can choose to use
different deep learning solutions such as Convolutional Neural Network (CNN) [6],
Recurrent Neural Network (RNN) [7], Gated Recurrent Unit (GRU) [8], Long
Short-Term Memory (LSTM) [9],...
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The advantage of this method is that it effectively exploits the storage and
computational capacity of computer systems to analyze the content of documents
and extract features of the data to predict an information is fake or real. However,
this approach also has the limitation that fake news, real news arises very large in
real time, this requires training data to create predictive service models that must
also be constantly updated to ensure accuracy.

3 Proposal

3.1 General Model

The FND4Vn (Fake New Detection for Vietnamese) includes two components
corresponding to two phases: training and detection. The training phase includes
data collection, data preprocessing, vectorization based on Word Embeding, and
training to create the model. The detection phase includes preprocessing the text to
be evaluated, vectorization, and evaluation based on the model created in the
previous stage. The general architecture of FND4Vn is as follows:
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Figure 3
General architecture of the fake news detection system
Data collection: Data collection (including real and fake news in

Vietnamese) is an important step in the process of
building a classification model. Data is collected from
online news sources. After collection, the data is selected
and labeled by experts.

Pre-processing: In this step, it is necessary to remove special characters,
standardize content, separate words, remove stop words,
and perform word classification to build a vocabulary.
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Word Embedding:

Training:

Evaluation:

3.2 CBOW

To represent text into vector space based on Continuous
Bag of Words (CBOW) technique, using neural
networks to train context data.

To build classification models. Within the scope of this
research, the BERT model is focused on studying and
comparing results with regression models applied in
other fake news classification problems such as LSTM,
GRU, BIiLSTM and CNN. Each model has different
advantages and disadvantages, requiring testing and
comparison to choose the appropriate model. After
building the model, the next step is to train and evaluate
the effectiveness of the model on the training dataset and
test dataset. Use metrics such as accuracy, recall,
precision, Fl-score, and ROC-AUC to evaluate model
performance. Based on the evaluation results, steps will
be taken to optimize the model by adjusting parameters,
model structure, or data preprocessing techniques. This
process requires testing and comparison between
different models to find the best model for classifying
fake news in Vietnamese.

After optimizing and selecting the appropriate model, the
next step is to conduct testing for practical application.
This experimental tool will help users distinguish fake
news from accurate news based on entering the title and
text content of a news to be evaluated.

The model allows predicting the target word based on the context of surrounding
words [10] [11]. CBOW model architecture as presented here:
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Figure 4
CBOW model architecture
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This is a model that converts a sentence into word pairs of the form (context word,
target word). Depending on the purpose, we will have to set the window size.
For example, for the sentence "This is the context model" and the window for the
context word is 2 then the word pairs will be (/This, the], is), ([is, context],
the),([the, model], context). With these word pairs, the model will try to predict the
target word as the context word.

The main idea of this model is that neighboring words appearing close to each other
in a text will have very similar meanings again and again. Therefore, a central word
is expected to appear conditional on the occurrence of neighboring words.
The probability p is expected as the formula below:

p = p(clw)p(clwy) ... p(clwy) (2)
In this formula: ¢ is the centre word and w; are words that surround the centre word.

The model can be proved to perform well as a result of a big probability p. The goal
is to achieve the maximum objective function by maximizing:

obj = argmax Y e text 2ice context(w) p(clw; 0) (€))
in formula (2), 6 is a hyper-parameter.

CBOW can calculate the similarity between word pairs and relatedness tasks.
Therefore, it is appropriate to use CBOW in the content analysis process to detect
fake news. In the past, people often used one-hot encoding to represent words.
However, when the size of the corpus is too large, it will encounter serious problems
and take a lot of time to train. With the proposal of CBOW, most of the problems
related to that are now fixed.

3.3 BERT

Bidirectional Encoder Representation from Transformers (BERT) was developed
by Google and released under an open source license in 2018 [12]. It is used to pre-
train deep two-dimensional representations from unlabeled text with general
conditioning of both left and right contexts in all classes.

The representation of the BERT system allows it to be used as a basis for measuring
the similarity of sentences in natural languages. Here, we use a measure of the
distance between the text attachments of the sentences being compared. Typically,
the text measure or text generation quality measure is a function:

f(x,%) € R “)
Where:
x = < Xq,Xy,..., X > is the vectorized representation of the sample proposal

X —»< X;,X,,...,% > isthe vectorized representation of the candidate proposal
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A good measure must reflect the person's judgment as accurately as possible. That
is, it must show a high correlation with the person's assessment results.

Compared to the LSTM, GRU, and BiLSTM models, the BERT model has a great
advantage because it is pre-trained on a large amount of Vietnamese text data,
allowing it to learn rich and deep linguistic features. When applying BERT, the
model can take advantage of the knowledge learned about the Vietnamese language
into the problem of fake news detection.

However, BERT also has the disadvantage of having a large model size and
requiring a lot of computing resources. Therefore, training and using BERT in real
applications requires more powerful hardware than models based on LSTM, GRU,
and BiLSTM.

4 Experimental Process

The system has been experimented and evaluated through Vietnamese data.
The experiment process is performed as follows:

4.1 Data Collection

Data is collected automatically using the Crawler tool. The tool has supported the
collection of more than 2,000 articles on two topics: politics and medical. For each
topic, data is divided into two types of news: real news and fake news. Real news
sources are mainly collected from official, reputable newspaper sites in Vietnam
such as: nhandan.vn, dantri.com.vn, thanhnien.vn, ... Unofficial news sources
system, or contains a lot of fake and distorted news collected at sites such as:
quanlambao.blogspot.com, viettan.org, binhluan.biz, ... All downloaded news go
through manual selection and labeling to ensure reliability. The news will be labeled
0 if it is real news and will be labeled 1 if it is fake or distorted news.

Statistics of the collected data and labeling according to the number of news and
number of sentences are as follows:

Table 1
Statistics of collected data and labeling
. Training Testing Total
Topic Category
News | Sentence | News | Sentence | News | Sentence
Politi Real news 419 14,992 99 2,796 517 17,788
olitics
Fake news 396 25,581 110 4,407 506 29,988
) Real news 473 24,086 105 3,214 579 27,300
Medical
Fake news 397 17,712 107 4,552 504 22,264
Total 1,658 82,371 421 14,969 | 2,106 97,340
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The process of selecting data and labeling ensures certain properties such as balance
between the amount of fake news and real news to avoid the phenomenon of
imbalanced data. This data is divided into a training dataset accounting for about
80% and a testing dataset used only to evaluate the model independently and not
participating in the training process accounting for about 20%.

For each collected news, they have a structure including the following attributes:

Table 2
Attribute structure of a news

N° | Field name Types Description

U Category | Text | O el about the poltica feldec)
2 Source Text Source (link) where news is shared

3 Release time Date Posting time

4 Topic Text The title of the news

5 Content Text Content of news

6 Label Integer 0: real news, 1: fake news

Each news after processing will be stored as follows:

loai: 'y te"

nguon: "viettan.org"

link: "https://viettan.org/ty-le-binh-phuc-tu-covid-o-viet-nam-qua-thap/"

tg_dang_tin: '2021-09-07 00:00:00"

tieu_de: "Ty 1& binh phuc tir Covid & Viét Nam qud thip?"

noi_dung: "Mot diéu ngac nhién 1a trong tran dich ndy, ty 1é nguoi nhiém va binh phuc & Viét Nam chi 55%,

tinh dén nay (4/9/2021), da 1én dén 12.793 ngudi. O Thai Lan, con sd t&r vong 13 12.631 nguoi,

covid & Viét Nam xem ra cé nguy co chét cao hon Thai Lan rdt nhiéu. Tuy nhién, con mét con sé

chinh x&c, cé thé phan anh phac dé diéu tri hay/va ndng lyc va chdt long clia hé thdng y t& cl:
va s8 ngudi binh phuc 13 chi 55% (n = 282.516). Con s8 55% nay rat thdp néu so véi t&t ci céc n
chiing ta tinh todn ty 1& tir vong trén sd ca nhiém c6 1& khong t&t mdy. Cach khac 1a tinh trén

céch tinh ty 1& tir vong thuc t& hon 1a: s6 ca tir vong / (s8 ca tir vong + s& ca binh phuc) Biéu
ca cadc nuéc trong ving. S8 ca nhiém & Thai Lan (1,26 triéu) va Ma Lai (1,82 triéu), nhung hai

Chi 1,1%. Phan tich nhu thé méi thdy Viét Nam bi n&ng né nhit. Ty 1& binh phuc 134 mét chi sé phi
s6 nay c6 thé néi 1én rang hé thdng y t& clia Viét Nam c6é vdn dé trong viéc dép ¢rng dai dich. KI
vong covid 13 c6 céc bénh di kém. Bénh di kém phd bi&n nhirt 1a: « viém phdi  bénh dudng hé hi
nhé (dementia) Diéu ndy cé nghia thuc té& 1a rdt khé xac dinh Covid-19 13 nguyén nhan truc tiép
doan cudi va sau d6 bi Covid-19 va chét, thi theo quy dinh hién hanh bac si phadi ghi 1a “Chét »
13 thG pham bdi thém. Téi hay vi von 14 bénh nén nhr 13 sing da 1én dan, va Covid-19 1& né bép
covid,” ché téi khéng viét “tir vong vi covid”. That thd vi, hém kia mdt quan chic y té€ Uc méi

virus” (“die with virus”), ché khéng phai “ché&t vi virus” (“die from virus”). Téi nghi dé 1a m
ngodi. T nay tr& di, ching ta nén hoc céch “live and die with the virus” — “séng va chét ciing
Pang Viét Tan"

nhan: 1

Figure 5
Example of news in the data set

With the attribute structure of such an organized news, it not only helps to detect
fake news based on content but also serves for research based on other analytical
techniques (traceability, time of posting,...).

_34—



Acta Polytechnica Hungarica Vol. 22, No. 1, 2025

4.2 Data Preprocessing

The data preprocessing process is based on tools that perform the following steps:
data cleaning (analysis to only retain necessary content such as titles, text
content,...); word separation (using the function ViTokenizer.tokenize() of the
library pyvi to support word separation and word classification for Vietnamese
using the algorithm CRFs - Conditional Randomields); remove stopwords (to
reduce the size of the data to speed up model training without affecting the style
and meaning of the sentence); data standardization (select 10,000 vocabulary words
out of a total of more than ~14,000 words of the collected data set, each word will
be represented by an integer and arranged accordingly in descending order of
number of times occurrence of words in the data set).

4.3 Word Embedding

To implement Word Embedding for fake news classification application, this study
used a technique of Word2Vec, the CBOW (Continuous Bag of Words) model.

4.3.1 The Preparation of Contextual Data

Based on the sentences of the standardized news set, build a set of contexts and a
set of target words to train the CBOW model with 4-grams (four context words
around a target word).

Input: set of standardized news (in sentences)
Output: the context set has size (7, 4) and the corresponding target set has size T

The program segment that prepares training data for the CBOW model includes a
set of context words corresponding to the main word set:

context_length = self.window_size * 2 # Initialization self.window_size = 2
X=1]
y=10
for words in tqdm(sequences_list): # Browse all sentence sets
sentence_length = len(words)
for idx, w in enumerate(words): # Browse all the words of the sentence
context_ words =[] # Initialize the surrounding sliding frame from w
start = idx - self.window_size
end = idx + self.window_size + 1
context =[]
for i in range(start, end):
if (0 <=1 <sentence length) and (i != idx):
context.append(words[i])
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context words.append(context) #Surrounding words as context
sample x = pad_sequences(context words, maxlen=context length,
padding='post', truncating="post')

X.append(sample x[0])
y.append(w) #add w as target word

X =np.array(X) # context set (X)

y =np.array(y) #target word set (Y)

np.save(self.x_cbow_path, X)

np.save(self.y cbow path, y)

4.3.2  Building a CBOW Neural Network Model

The CBOW neural network model is installed according to the following
parameters:

- Dictionary size (V): 10.000

- Vector space size (N) is also the number of neurons in the hidden layer: 128
- Number of context words (C) surrounding the target word: 4

- Learning rate: 0.01

- Number of training loops (epochs): 500

In addition, the model training process uses the early automatic stopping technique
(Early Stopping), the number of consecutive training epochs as the non-decreasing
loss function value is set to 6. The CBOW rneural network structure is as follows:

[ embedding_input | input: [ [(None, )1 |
| InputLayer | output: | [(None, 4] |

!

[ embedding | input: [ (None, 4) |
\ Embedding | output: | (None. 4. 128) \

'

I flatten | input: { (None. 4, 128) I
| Flatten | output: { (None., 512) |

| Dense | output: [ (None. 10000) |

[ dense | input [ (None.512) |
|

| dropout | input: I(Nonc, 10000) |
I Dropout l output: l (None., 10000) I

!

| dense_1 { input: | (None, 10000) |
I Dense [ output: | (None, 10000) I
Figure 6
Network model CBOW
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4.3.3 Results after Word Embedding

After training the CBOW network model with the data set of contexts and target
words of fake news dataset, a matrix W of size V x N will be extracted. Where N is
the number of neurons of the hidden layer in CBOW and also is the size of the
vector to represent each word.

bé
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dia_phan dao
VOl s s PR me em
hé tai_liéu khuya V&
K kha_di-con_sot
qubc_ca ngay_ngay. ‘lu )
van_ban de 18
khod luu_trer | hoc_hanh

théng_tin *tin_I,UC/— “ganh

vtc quiztrinh

sngoai_kiéu céng_dién ; i 5.van
cdo_trang
Ty 4 phac_thao
Kkieu_hai  tronthué . phéi
thay ‘941-gam
chen_chan
cham_séc ngén_ngam

dudng_nhu_khong «tiém_an

Figure 7
Word Embedding representation of fake news classification data

Figure 7 provides a visual representation of co-occurrences and neighboring words
based on calculations done with CBOW. With this representation, we can see which
words often appear with a given word.

4.4 BERT Model

4.4.1 Configure Training Parameters

Configuring the training parameters for the models is done as follows:

- Each news is represented as a set of vectors. The maximum number of words
in each news is limited to 512 words. This number was chosen based on actual
observations of the average length of news after data cleaning. Limiting this
number of words helps ensure a fixed size before feeding data into training
models.

After performing Word Embedding, each word in the news is represented as a
128-dimensional vector, so the size of a news representation will be 512 x 128,
in which 512 represents the maximum number of words in each news and 128
is the size of each word representation vector.
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The program segment performs training for the models:

def train(self):

# Read training data

X train, y_train= self.get data(news_path=self.train_news path)

# Read the model

model = self.get_model()

# stop when 6 consecutive times there is no loss reduction

early stop = EarlyStopping(monitor='val loss', patience=6, verbose=1)

# Set up model auto-save

model_checkpoint = ModelCheckpoint(f {self.weights_folder}/{
model.model name} best.h5', monitor='val loss', verbose=1)

# Model training
model.fit(X_train, y train, validation_split=0.2, epochs=1000, callbacks=[early_stop,

model_checkpoint])
# Save the model after training
model.save(f' {self.weights folder}/ {self.rnn_cls.model name}.h5")

The training process of the models is specifically measured through the following

charts:
1 — . .2
A Tin gi4: models accuracy

9 [ —

/ S train [ ]

r‘ //\/
L I/ validation (@
° Jl

N
R B . o s o 15 2 2%
BERT BiLSTM
A
A/
9 08 [N A = /\/
N VA “‘,“‘ ~
o 06 / A
S
|
0 1 15 20 0 5 10 15
LSTM GRU CNN
Figure 8

Model evaluation chart during training process

Figure 8 is the result illustrating the historical data returned, with the vertical axis
being Cross Entropy (val_loss value) and the horizontal axis being Epoch (number
of iterations). The cross-entropy loss for the training dataset is accessed via the 'loss'
key. The loss on the validation dataset is accessed via the 'val loss' key on the

history object's history property.
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S Analysis and Evaluation of Experimental Results
To evaluate the results of detecting fake or real news, the system was tested on a
testing dataset of 421 news, including 204 real news and 217 fake news.

Testing is performed through the model evaluation program with the following test
data set:

Input: Testing dataset (X _test, y_test)

Output: Evaluation results

def evaluate(self):
# Read test data set
X test, y test =
self.get data(news path=self.test news path)
# Read the model
model = self.get model ()
# Apply the trained weights to the model
model.load weights (f£'{self.weights folder}/
{self.rnn cls.model name}.h5")
# Evaluate the model
ret = model.evaluate(test ds,verbose=1,return dict=True)
return ret

The accuracy of spy detection is calculated through measurements such as
Accuracy, Recall, Precision, Fl-score, ROC-AUC and the specific results are as
follows:

Table 3
Results achieved through models
Model Accuracy Recall Precision F1-score ROC-AUC
BERT 0.9455 0.9507 0.9369 0.9438 0.9466
BiLSTM 0.9097 0.8981 0.9158 0.9069 0.9022
LSTM 0.8147 0.7962 0.8276 0.8116 0.8100
GRU 0.7720 0.7476 0.7778 0.7624 0.7577
CNN 0.7083 0.6716 0.7098 0.6903 0.6864

Table 3 shows that applying the proposed solution based on CBOW and BERT
gives better results than other methods such as CNN, GRU, LSTM and BiLSTM.

Conclusions

This paper has proposed a solution to support fake news detection, based on the
combination of CBOW and BERT. This solution allows calculating the contextual
characteristics of the language, when vectorizing text, to improve accuracy, when
analyzing text. In addition, the use of the BERT model has contributed to improving
the quality and speed of calculations on the training data set standardized by
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CBOW. Experimental results of the new solution, compared to other methods, such
as CNN, GRN, LSTM and BiLSTM on the same dataset, shows that it gives better
results.

This architecture and model is completely applicable to other languages. However,
it may be necessary to experiment, to adjust the parameters of the CBOW and BERT
network, to find the optimal parameters. Adjusting the parameters can depend on
the context the word window, the size of the dictionary, the dimensionality of the
word vector and the parameters of the BERT network.

In the future, we will continue our research and try to apply it to other fields. That
is, other than politics and pandemics. We will also experiment with new methods
to update the training data set and detect fake news within a multilingual context.
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