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1
Introduction

Students, researchers and practitioners from various walks of life often bump into numeric
or non-numeric data of different origins that have to be analysed in order to validate some
kind of assumption or research hypothesis. The need for a comprehensive understanding
of accessible data is paramount, since modern Information Communication Technologies
and data driven processes literally offer them and therefore generate the driving force
for their utilization as well. Conventional statistical techniques offer a repository of a
wide range of tools and procedures for answering questions on whether populations are
significantly dissimilar, whether trends are observable or there are connections among
different observations etc.

On the other hand, for being able to apply the methods of statistics a price has to be paid
that is often too high for answering practical, real-life questions. This is especially valid for
the usage of parametric statistical tools, where the existence of random samples providing
independent observations is assumed. Furthermore, the scale of the variables is typically
assumed to be on an interval or ratio measurement scale (i.e.: numeric variables where
relative distances between elements are the same or even an absolute zero point exists),
sample sizes are assumed to be satisfactorily large, approximately normally distributed and
populations are approximately of equal variances [R1].

Econometrics and in general data analytical tasks regarding economics and finance are
especially exposed to such circumstances where typical parametric statistical models like
least squares estimators, maximum likelihood estimators etc. can underperform than would
usually be optimal. This is often due to the underlying processes (e.g.: financial and social
phenomena) that are currently not necessarily completely understood and modelled. This
can materialize among others in non-normal-, skewed- or heavy-tailed data distributions,
high level of (multi)collinearity or sampling biases. Additionally, the practical data at
hand can pose challenges in the form of outliers that are often of multivariate kind and
data sampling is often unrepeatable. Albeit these problems are general in a mathematical
point of view, I will consider them in respect of my economic related investigations since
corresponding literature is still not uniform in certain points and offers possibility for robust
and non-parametric statistical approaches to generate new scientific added value.

Many classical statistical approaches are well-known for being non-robust and non-
resistant. Thus, their results are highly dependent on the stochastic assumptions and
properties of the sample elements at hand. Even small deviations from the model assump-
tions can violate the trustworthiness of such models that is hard to recognize afterwards.
Robust statistics is concerned with the creation of statistical procedures that can still serve
with satisfactorily reliable results while maintaining its acceptable statistical efficiency
under such conditions. It can be viewed as a compromise between parametric and non-
parametric statistical approaches. This scientific field gained momentum some 60 years ago
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3 1.1. MOTIVATION

and nowadays counts as one of the highly relevant fields of modern statistics with several
practical application possibilities [R2].

1.1 Motivation

Selection of the topic that formed the backbone of the current thesis was highly motivated
and influenced by the everyday impressions and challenges that I faced during data ana-
lytical tasks at the Pannon Business Network Association at Szombathely, Hungary. Our
initial goal was to investigate the resilient behaviour of Hungarian Small and Medium-sized
Enterprises (SMEs) against various kinds of financial obstacles they bump into throughout
their lifetimes based on accessible, annually reported financial attributes and other relevant
metadata. This work gained further motivation by the Covid-19 pandemic that suddenly hit
on several levels ranging from the individual through microeconomic, macroeconomic up to
social level. It was unknown at the beginning of my research work in 2020 what economic
aftermath the pandemic would have, but it could be suspected that not every company
would be affected at the same level and reactions to the crisis –with an unknown extent–
would be different as well.

Although no data was accessed after the pandemic, it became clear during my PhD
program that literature statements on the ever-increasing exposure to economic turbulences
due to globalization effects and growing interconnectedness were becoming perceivable
on the individual’s level as well. Rapid financial crisis within several industrial sectors
due to the pandemic followed by supply chain problems, raw material shortages, fierce
market reactions, political inferences into economic processes on national, EU and broader
international level finally an outburst of a new war on the edge of Europe. A short sum-
mary of events to support how extremely relevant it is to explore the different aspects of
entrepreneurial shock reactions and how it can be characterized, measured and predicted
based on accessible data in an objective way since it is evident that collapse of individual
economic stakeholders can have further negative impacts on other supply chain members,
competitors, partners and even on regional or national level.

Corresponding literature often lacked to possess similar annual balance sheet and in-
come statement information, onto I planned to build up my investigations. Consequently,
the accessed materials often misaligned my research setting. On the other hand, additional
relevant fields utilizing similar data showed contradictory, case- and data sensitive results
that drew my professional attention towards robust and non-parametric statistical applica-
tion possibilities. For this purpose, detailed analysis of the so-called Most Frequent Value
(MFV) method was carried out, which was developed by Steiner et al. in relation to earth
scientific investigations but no application to economic related fields were discovered up
to the beginning of my research work. Therefore, throughout my investigations I devoted
special interest to robust and non-parametric statistical techniques – in particular to the
MFV concept – and their utilization together with other holistic approaches in order to
be able to view our disposable economic related information in a novel way and possibly
supplement related fields with my gained results in respect of methodology and practical
application as well.

1.2 Professional and Scientific Objectives

Throughout my research- and professional work I often experienced that even in the era
of big data where data is said to be abundant, how complicated it can be to get access to
reasonable, relevant data of satisfactory quantity and quality in order to answer relatively
easy to grasp research questions. Therefore, data still represents value and even seemingly
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outlying data points shall be handled with care. Otherwise, their careless exclusion –
besides altering the apparent type of the distribution of our data or artificially modifying its
variance etc. – might lead to the abandonment of potentially important information as well
or even lead to biased and false conclusions.

In case of many practically relevant questions, this might be unacceptable, since data
sampling is mostly unrepeatable or high costs would be associated to it. Either way,
researchers and practitioners have to be equipped with the methodological toolkit to work
around with ”small data” or data that is contaminated with outlying observations and/or
typically does not have a Gaussian distribution.

Since data of necessary quality and quantity is often hard to obtain, researchers have to
settle for what they can access and use or develop techniques that promise satisfactorily
stable results at a still acceptable statistical efficiency. Fortunately, for natural sciences and
engineering related fields in many situations background processes can be recognized and
by measurements observed that offers the possibility for reproducible measurements. In
case of economics related fields however, – that from application point of view lies in the
focus of my interest – this is barely valid. This fact, namely being one of the observational
sciences, brings further biases and uncertainties to investigations above naturally existing
statistical ones and often makes gained results reasonable only ex post and hard to validate
based on objective measurement data.

From this end during my theoretical investigations and practical work the following
research goals were outlined that I considered as important to achieve in my present thesis
or future work:

• The applicability of robust statistical approaches has to be demonstrated in case of
economic related data analysis and present gained results in alignment of data-based
previous investigations.

• Awareness should be raised for case-sensitive problems, where the non-uniform stand-
point of literature can possibly be traced back to the application of data sensitive
methods and/or where accessible data typically cannot fulfill assumptions of conven-
tional statistical methods.

• Application opportunities of the MFV concept shall be exhausted in case of economic
related investigations as much as possible.

• Practically applicable data analysis ”steps” should be investigated from a methodologi-
cal point of view regarding robustness and resistivity, and recommendations shall be
provided for the application of the MFV concept.

• Multidimensional outliers should be revealed in our data as far as possible in an
automatic and objective way. If outlying observations are detected, from the practical
application point of view an interpretable answer should be outlined based on the
applied methodology.

• Robust outlier detection techniques shall be elaborated and developed for economics
related questions regarding widely used linear regression and k-means clustering in
order to make empirical investigations more accurate and trustworthy.

• The utilization of the MFV concept regarding economics related investigations should
be promoted, since for problems similar to earth sciences – for which problems the
MFV concept was originally designed – a higher statistical efficiency can be achieved
than could be expected generally from conventional parametric techniques. Therefore,
better information extraction can be hoped from valuable data that might be collected
at high costs.
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• If applicable, for certain investigations, applicability of external data sources shall
be performed and highlighted in order to gain further support for economics related,
data-based findings.

• Investigation of resilient/non-resilient shock reaction behaviour of SMEs shall be
performed with appropriate statistical techniques in alignment with the obtainable
financial- and other metadata in order to gain generally valid, reproducible and as far
as possible data insensitive findings.

• Results of state-of-the-art deep learning methods shall be compared with conventional
classification (e.g.: logistic regression, decision tree etc.) techniques for the grouping of
resilient/non-resilient behaviour of SMEs.

• Main characteristics and driving factors for resilient behaviour of SMEs shall be
identified via appropriate techniques in alignment with obtainable data in order to
fabricate a ”predictive model for economic resilience”.

1.3 Chronological Order of the Research

The content of the thesis was built up in a logically separated manner instead of following
the chronological order of the performed research activities. Nevertheless, the timeline of
the research is also provided below in order to elucidate some design decisions regarding
the segmentation and structure of the thesis. The subsequent enumeration describes the
main cornerstones of my work:

1. Literature research regarding economic resilience and identification of misalignment
of own empirical intentions with accessed approaches [T1].

2. Investigation of robust statistical approaches with special emphasis on the MFV
concept for being able to investigate economic data in a robust and outlier resistant
manner. At this stage, commonly used data analytical steps (correlation analysis,
linear regression based on the least squares) were considered that were applied for
the examination of the well-known absolute economic β-convergence problem of the
EU regions [T2, T3, T4].

3. The above application area was further assessed by a non-parametric statistical
procedure in order to supplement the related field by a further, less data- and case-
sensitive mathematical method on economic convergence of West- and East European
countries and regions [T5].

4. Investigation of robust outlier detection possibilities regarding linear regression [T3,
T4] and seeking for further application possibilities of the MFV concept in outlier
detection in unsupervised learning problems [T6].

5. Data acquisition on annual financial data from Hungarian SMEs from the processing
industry, data processing and non-parametric hypothesis testing based on a designed
resilience index [T7].

6. Analysis of R&D related project data of the Horizon 2020 program as an extension
possibility of resilience investigations to a regional scale and identification of outliers
on population level [T8, T9].

7. Classification attempt of company-year observations of Hungarian SMEs based on
their resilient behaviour via decision trees and logistic regression [T10, T11].

8. Further classification trials of the observations via deep learning techniques.
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1.4 Outline of the Thesis

The rest of the dissertation is structured in the following way: In Chapter 2. a brief overview
of robust statistics is provided together with the introduction of the MFV method. Chapter 3.
details robust correlation calculation and robust linear regression based on the MFV concept
and its application for the well-known absolute β-convergence. Chapter 4. connects to this
by illustrating robust outlier detection, likewise based on the MFV Concept. In Chapter 5. I
present non-parametric hypothesis testing among SMEs regarding their economic shock
reactions based on annual financial information. Finally, the main findings are summarised
in Chapter 6. and conclusions are outlined in Chapter 7.



2
Methodological Background

Empirical investigations presented in the dissertation highly build upon the advantageous
properties of robust statistics and in particular the MFV method compared to conventional
statistical approaches in case of data equipped with such properties that I was working
with. This chapter details and summarises the main ideas and terms that are essential for
the understanding of each thesis point of my work.

2.1 Robust Statistics

The literature of robust statistics dates back to the 1960s, when the establishment of the field
laid the fundaments for a rich section of modern statistics. The theory of robust statistics
is concerned with small deviations measured from model assumptions of conventional
statistical methods and seeks solutions for providing procedures that are more reliable in
the presence of real-life, contaminated data in the neighbourhood of an assumed model
but can still maintain a reasonable efficiency. The theory helps to quantify the extent of
deviations from model assumptions, where even small ones can lead to the decrease of
statistical efficiency to a great extent. Hence, it is important to ensure whether underlying
data is in alignment with model assumptions. Especially in practical use cases, it is
favourable to select such models that are mostly affected by the majority of the observations
and are less sensitive to single ”abnormalities”. Having this said, it is also desired to utilize
practices that help data analysts to perform investigations in a preferably automatic manner
by identifying anomalies compared to the ”bulk” of the data systematically and promote
usage of simpler descriptive models without the need of introduction of more sophisticated
methods to understand data with more variation or the need of data exclusion [R2].

There are however more expressive and more plain techniques to treat gross observations
like Tukey’s fence that are based on some kind of rejection of measurements above certain,
data specific limits. Winsorisation – substitution of excessive data points with data specific
limit values – is also commonly used. Nevertheless, besides artificially altering data
variances and introducing extra bias, such outlier spotting tools can become troublesome for
multivariate problems or among others for multiple regression tasks. Besides constructing
less sensitive models to large deviations, efficiency of given procedures – that can be
understood as the information extraction rate at a given sample size – is of great importance.
Since statistical efficiency is bound to assumptions about the data it has to be examined
what happens to the efficiency of an estimator if the data distribution does not meet
assumptions of the model under which the estimator would be optimal. Distribution free
procedures offer an alternative for strong dependence on the data. However, these often
prove to be less efficient and groundless to be applied by switching from a certain model to
an unspecified distribution. Robust statistics is technically a compromise between classical

7
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and distribution-free methods that broadens the assumptions of parametric models while
keeping efficiency high [R3].

Modern robust statistics might as well be defined as a combination of computer science
and mathematics for data analytical tasks that become more important with the increase
of data quantity, dimensionality and the development in computing power. The key idea
is to have procedures suited for routine analyses that do not delete outliers, but decrease
their influence by a proper weighting. Thereby, protection can be provided up to a certain
extent against their negative impact and data structure can be mapped more effectively.
Nevertheless, besides outliers, non-independent observations, heavy tailed distributions,
autocorrelated or heteroscedastic errors may also exert bias on statistical inferences, which
are often in deep relation with econometric related issues. In order to apply robust proce-
dures, the applicability of some kind of model has to be assumed according to which the
sample was supposed to be generated. This might be naive in some cases and can question
the robustness of our estimate fundamentally. Similarly, outliers can only be identified
compared to an assumed model that is not provided in advance, therefore different robust
approaches shall not be applied blindly but alongside (also) with conventional models and by
combining field relevant experience. Nevertheless, despite having demonstrated the power-
ful applicability, due to strong traditions of given fields (e.g.: superiority of ordinary least
squares in regression problems), the abundant presence of skewed asymmetric distributions
to which the main idea does not fit well and the necessity for time-efficient algorithms
robust approaches have not become a standard way for data analysis [R3].

In the following, I will introduce the most important notions of robust statistics based
on [R4, R5, R6]:

Robustness: A statistical method is said to be robust if it is only slightly depending on
its assumptions.

Resistivity: A statistical method is said to be outlier resistant if the presence of outliers
and other anomalies only slightly modify the results.

When considering a parametric model, we often assume to have a sample of identical and
independently distributed observations with a common FΘ0 distribution, which belongs to a
set of FΘ distributions, where Θ ∈ Rk. The task is to estimate Θ0 based on the observations.
In other words, we seek a mapping that takes the value of Θ0 if the background distribution
is FΘ0 . Robust estimates treat the effect of unwanted deviations and anomalies by not
considering parametric models, but rather their arbitrary small ambience. The distance
of the estimates can be measured for instance by the Prohorov-distance. For this purpose,
let (X,A) be a measurable space, where X is a separable, compact metric space and A is
the σ-algebra induced by the topology. Let ρ be a metric on (X,A), then the vicinity of an
observation can be given as Aε = {x ∈ X,A ∈ A|ρ(A, x) < ε}.

Definition: The Prohorov-distance of two P,Q ∈ (X,A) probabilistic measures is

π(P,Q) = inf{ε > 0|∀A ∈ A : P (A) ≤ Q(Aε) + ε and Q(A) ≤ P (Aε) + ε}

Definition: Let F ∈ (X,A) a measurable set of probability distributions and Fn ⊂ F
for n ∈ N, which defines a series of distributions determined by the (X1, X2, ..., Xn) ∈ Xn

observations. The {θn} is called an estimation series if {θn} : Fn → Rk for ∀n ∈ N, which is a
mapping that assigns a parameter to a n-dimensional observation.

In the following when considering estimates we will understand a series of estimates,
and we will restrict ourselves to estimates, the distributions of which – with respect to the
Prohorov-distance – is a continuous functional of the true distribution.

Let ξ1, ξ2, ..., ξn, .. a countably infinite set of random variables with a common F distribu-
tion, and let Fn be the probability measure defined by the first n random variables. Then
the θn : Fn → Rk mapping induces a probability measure on Rk, which is the distribution of
θn with respect to F. Let this probability measure be denoted by LF (θn).
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With an increasing number of observations, the true distribution is supposed to be nearer
and nearer to the parametric model in order to keep the distribution of the estimate close
to the distribution of the given model. For a proper behaviour of the estimation series, we
restrict the continuity to be uniform with n, which leads us to the qualitative definition of
robustness.

Definition: The {θn|n ∈ N} estimation series qualitative robust with respect to the F
probability measure if

∀ε > 0 : ∃δ > 0 : ∀n ∈ N, ∀G ∈ F :

π(F,G) < δ ⇒ π(LF (θn), LG(θn)) < ε.

Definition: The {θn} estimation series is qualitative robust on the G set of distributions
if it is robust for ∀G ∈ G. If F = G then {θn} is qualitative robust

With an increasing proportion of faulty observations, there is a limit expected above
which the estimate will no longer serve with adequate results and can lead to a complete
inefficiency. The breakdown point is supposed to measure the extent of the robustness of
an estimate in a sense how far the real distribution can be from the parametric model by
providing the percentage of the observations that can be an anomaly without having the
model being ”destroyed”.

Definition: The ε∗ breakdown point of the {θn} estimation series with respect to F :

δ∗ = sup{δ ≤ 1 : ∃Kδ compact subset of the parameter-space for which

π(F,G) < δ ⇒ lim
n→∞

G({θn ∈ Kδ}) = 1}.

In order to characterize the sensitivity of the estimate against deviations, we introduce
the influence curve, that measures the asymptotic bias exerted onto the estimate caused by
point-like contaminations present in the sample.

Definition: For a θ functional in case of a F distribution function the influence function
or IC-function:

IC(x, F, θ) = lim
t→∞

θ((1− t) · F + t ·∆x)− θ(F )

t
,

for those x ∈ X points where the above limit exists and ∆x denotes the point-like probability
measure.

With the help of the IC-function, we can gain quantitative information on the bias in
case of an assumed F distribution and given algorithm of the estimate caused by gross
errors. Furthermore, for contamination-free samples, it can be seen to which extent each
sample element can contribute to the calculation of our estimate. This follows from the
definition, since with a good approximation a single x data point arising with ∆ probability
will contribute to our estimate with ∆θ ≈ IC(x, F, θ) · ∆, where in case of finite samples
∆ = 1

n can be used. The analytic form of the IC-function in most of the cases is rather
complicated, therefore in practice the shapes of the curves are investigated and IC-curve
nomenclature is used instead.

Utilizing the IC-function, the asymptotic normality of the estimates can be given:

LF (
√
n[θn − θ(F )]) −−−→

n→∞
N (0, V (F, θ)),

where the convergence is stochastic and V (F, θ) =
∫
IF (x, F, θ)2dF (x) is the asymptotic

variance.
For the characterisation of robustness from a quantitative point of view the upper limit

of the influence function is used that properly represents the local behaviour of the estimate.
This supremum represents the maximal effect of outliers, therefore it can be denoted as the
sensitivity of the estimate.
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Definition: Let us suppose that the IC(x, F, θ) exists, then the gross-error sensitivity of
the estimate is:

γ∗(F, θ) = sup
x

|IF (x, F, θ)|,

where the supremum is interpreted for all x, where IC(x, F, θ) exists.
Definition: A θ estimation is said to be B-robust in F if γ∗(F, θ) <∞
In case of a real sample, the maximum-likelihood principle serves with an extended

theoretical background for a proper parameter estimation when there is an assumption
on the background distribution. The principle illustratively states that given a probability
distribution that sample is selected with the highest probability for which:

n∏
i=1

f(xi, θ) = max. ⇒
n∑

i=1

−lnf(xi, θ) = min.

According to [R7] if we substitute an arbitrarily differentiable function into the place of
−lnf we can generalize the maximum-likelihood principle even for those cases when there
is no prior knowledge on the background distribution.

Definition: Let us suppose a (X,A, Pθ), θ ∈ Θ ⊂ Rk statistical space dominated by
a µ measure, thus with existing distribution functions and a ξ1, ξ2, ...ξn, ... ideally and
independently distributed sample with a common f(x, θ) distribution function. The ρ :
X×Θ → R estimates are called M-estimates if they fulfill the

n∑
i=1

ρ(ξi, θ) = min.

criterion for the θ parameter for the given sample.

The ρ(ξi, θ) M-estimates are often calculated based on their ψ(ξi, θ)m =
∂ρ(ξi, θ)

∂θm
, partial

derivatives (m = 1, 2, .., k) if they exist, which transforms the above implicit expression to
the following equation system:

n∑
i=1

ψ(ξi, θ)m = 0 (m = 1, 2, .., k).

In the following, we restrict ourselves to X = R, Θ = R. Furthermore, let us denote the
location parameter by T and be FT (x) = F (x− T ), T0 = 0. In this case we have ψ functions
for which ψ(x, T ) = ψ(x− T ) holds. The next theorem highlights the main features of the
M-estimates:

Theorem (Hampel): Let ψ be a increasing function that takes up positive and negative
values as well, furthermore let T (F ) be such for which∫

ψ(x− T (F ))dF (x) = 0

holds. Then the estimate for the T location parameter is B-robust and qualitative robust at
F0 if and only if ψ is bounded and T (F0) is unique. The breakdown point:

ε∗ =
η

1 + η
,

where
η = min

{
−ψ(−∞)

ψ(∞)
;− ψ(∞)

ψ(−∞)

}
If ψ is unbounded, then T is neither B-robust nor qualitative robust and ε∗ = 0. The best

possible ε∗ =
1

2
breakdown point can be achieved if ψ(−∞) = −ψ(+∞).
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We call the joint estimate of the location- and scale parameter of an M-estimate all of
those (Tn, Sn) pairs that are determined by the following pair of equations:

n∑
i=1

ψ

(
xi − Tn
Sn

)
= 0

n∑
i=1

χ

(
xi − Tn
Sn

)
= 0

From this follows that Tn = T (Fn) and Sn = S(Fn) can be expressed by T and S functionals
that are defined by: ∫ ∞

−∞
ψ

(
xi − Tn
Sn

)
F (dx) = 0∫ ∞

−∞
χ

(
xi − Tn
Sn

)
F (dx) = 0

For the calculations ψ and χ shall be chosen in an adequate way. It is a basic requirement
for instance for ψ that in case of a symmetric f(x) distribution function it provides the T
symmetry point.

If the above two equations hold, it can be shown that the following two equations have
to be fulfilled simultaneously:

IC(x, F, T )·
∫ ∞

−∞
ψ′
(
y − T

S

)
F (dy)+IC(x, F, S)·

∫ ∞

−∞
ψ′
(
y − T

S

)
· y − T

S
F (dy) = S ·ψ

(
y − T

S

)

IC(x, F, T )·
∫ ∞

−∞
χ′
(
y − T

S

)
F (dy)+IC(x, F, S)·

∫ ∞

−∞
χ′
(
y − T

S

)
· y − T

S
F (dy) = S ·χ

(
y − T

S

)
This equation system theoretically serves with the IC(x, F, T ) and IC(x, F, S) function

pairs when the ψ and χ function pairs – that determines the M-estimate – and the distribu-
tion function of the data are known. Technically however, the exact numerical calculations
are problematic in general cases. Therefore, often symmetric distributions are considered
(ψ is odd and χ is even) that makes each of the integrals equal to zero and the IC-functions
can be expressed in a much simpler way:

IC(x, F, T ) =
S(F )∫∞

−∞ ψ′
(

y

S(F )

)
F (dy)

· ψ
(

x

S(F )

)

IC(x, F, S) =
S(F )∫∞

−∞ χ′
(

y

S(F )

)
y

S(F )
F (dy)

· χ
(

x

S(F )

)

This also serves with an illustrative and from a practical point of view significant
interpretation possibility of the ψ and χ functions. The denominators of the fractions result
to be definite numbers, therefore the ψ and χ functions are proportional to the IC-functions.
The knowledge of the ψ and χ functions is of great practical importance as well, since they
are needed for the determination of the statistical efficiency of the parameter estimates that
can be used for comparing algorithms regarding their information extraction rate at a fixed
sample size.
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2.2 The Most Frequent Value

The derivation of the Most Frequent Value (MFV) and elaboration of the connected theory
and applications were done by a Hungarian research group involving among others Ferenc
Steiner, László Csernyák or Béla Hajagos in the 1970s and 1980s. The main application
areas published are related to earth sciences [R8, R9, R10, R11], but even astrology related
fields can be found [R12, R13]. The concept originates from a very practical and demon-
strative problem: namely, the definition of a ”most characteristic attribute” of a given data
set that can be even of small sample size but of practical importance (e.g.: has engineering
origin).

The sample median may serve as a robust choice, however it may be too radical since it
does not consider distances of far-lying observations from the data concentration and by
definition lies symmetric within the distribution even in asymmetric cases. On the other
hand, mean values might be too sensitive to such gross observations that are frequently
hard to be judged as erroneous and may prove invaluable just to trim away from the rest
of the sample. A weighted average can be an intermediary alternative that considers
observations closer to the data concentration with a higher weight by viewing them more
”characteristic” or important for the bulk of the sample. By denoting the location parameter
of the distribution by T the weighted average representing it given the {xi}, (i = 1...n)
sample:

T =

n∑
i=1

xi · wi

n∑
i=1

wi

=

n∑
i=1

xi · w(xi − T )

n∑
i=1

w(xi − T )

, (2.1)

where the wi weight functions are symmetric to the T location parameter. Unfortunately,
the above approach leads to an iterative procedure, since the location parameter should be
known in advance in order to be able to select the weights that have a maximum around it.
By selecting the weights according to a Cauchy distribution, a practical sample dependent
location parameter-like quantity Mn arises as the empirical estimate of the true location
parameter that is called the Most Frequent Value:

Mn =

n∑
i=1

ε2

ε2 + (xi −Mn)2
· xi

n∑
i=1

ε2

ε2 + (xi −Mn)2

. (2.2)

The selection of the ε scale parameter characterizes the steepness of the weight functions. If
ε is large, the corresponding weight functions do not downweight far-lying observations too
much, while selecting it small results in a strong downweighting and effectively trimming
of the remote data measured from the bulk of the data and leads to a decreased sample
size. In this sense, the ε parameter can be linked to the dispersion of the data around the
empirical estimation of the true location parameter and therefore called as dihesion. The
same formulation can be kept for continuous distributions characterized by a f(x) density
function after simplification by ε2:

M =

∫ ∞

−∞

x

(M − x)2 + ε2
· f(x)dx∫ ∞

−∞

1

(M − x)2 + ε2
· f(x)dx

(2.3)

The so far unknown dihesion value can be used as a measure of data dispersion and can
be estimated based on the Schwarz inequality by seeking the Cauchy distribution used as
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the weight function that is the most similar to the given data distribution. According to the
Schwarz inequality: ∣∣∣∣∣

∫ b

a
g(x) · h(x)dx

∣∣∣∣∣ ≤
√∫ b

a
g2(x)dx ·

∫ b

a
h2(x)dx, (2.4)

where equality holds if g(x) = const · h(x). Consequently, the∣∣∣∣∣
∫ b

a
g(x) · h(x)dx

∣∣∣∣∣√∫ b

a
g2(x)dx ·

∫ b

a
h2(x)dx

(2.5)

expression can be used to characterize the similarity in question. By substituting the pro-
posed weight function and f(x) distribution function for achieving the maximum similarity
the following criterion has to be fulfilled:∫ ∞

−∞

ε3/2

ε2 + (x−M)2
f(x)dx = max. (2.6)

In this context the dihesion provides an illustrative meaning as the half of the interquartile
range – also the probable error in this case – of the Cauchy distribution that is the most
similar to the data distribution at hand. For the practical calculation of the dihesion based
on Eq. 2.6. Steiner et al. suggested the following iterative algorithm:

ε2l+1(xi) =

3 ·
n∑

i=1

(xi −Mn)
2

[ε2l + (xi −Mn)2]2

n∑
i=1

1

[ε2l + (xi −Mn)2]2

(2.7)

Since a wide range of distribution types are conceivable in order to maintain a high statistical
efficiency for the usage of the MFV at given cases a tuning constant is recommended to be
used and finally the following formula is advised to calculate the MFV:

Mn+1(k, xi) =

n∑
i=1

(k · εl)2

(k · εl)2 + (xi −Mn)2
· xi

n∑
i=1

(k · εl)2

(k · εl)2 + (xi −Mn)2

, (2.8)

which means the weighting functions to have the form of:

w(k, xi) =
(k · εl(xi))2

(k · εl(xi))2 + (xi −Mn(k, x))2
. (2.9)

In practical calculations the tuning parameter is advised to be k = 2 if there is no
a priori knowledge of the distribution, however for long-tailed distributions k = 3 is recom-
mended [R6, R14].

Equation 2.7. and 2.8. leads to a ”ping-pong” iteration that converges typically within
10− 15 iterations and serves with a robust location and scale parameter for the unknown
data distribution. For initialization, the median is advised for the MFV and the median
absolute deviation (MAD) for the dihesion in order to reach a local minimum.
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The same formulas can be achieved by investigating the minimization problem of the
I-divergence:

I(f ||g) =
∫ ∞

−∞
f(x)ln

f(x)

g(x)
dx = min., (2.10)

where f(x) is the a priori unknown distribution function and g(x) is the substitution function
for the former one. Supposing that the substituting distribution is in form of g(x, T ), – that
is a symmetric, two-times differentiable function by the location parameter T and the order
of integration and differentiation is exchangeable – the following conditions need to be
fulfilled to minimize the distance of the two functions defined by the above Kullback-Leibler
distance: ∫ ∞

−∞

∂g(x, T )

∂T
· f(x)

g(x, T )
dx = 0 (2.11)

∫ ∞

−∞

[
∂g(x, T )

∂T
· 1

g(x, T )

]2
f(x)dx−

∫ ∞

−∞

∂2g(x, T )

∂T 2
· f(x)

g(x, T )
dx > 0. (2.12)

Assuming that the second part of Eq. 2.12. is 0 the minimum value of I(f ||g) is granted
since f(x) is a distribution function. Hence, the above formulas determine a location and
scale parameter that in case of a Cauchy distribution as a substituting function leads to the
same iterative formula as given in Eq. 2.7. and Eq. 2.8. The corresponding ψ(x) function of
the MFV:

ψ(x) =
x

1 + x2
(2.13)

and of the dihesion:

χ(x) =
3x2 − 1

(1 + x2)2
(2.14)

Numerical calculations have shown however that in a few cases convergence cannot be
achieved, therefore Fegyverneki in [R15] advised a modification where the minimization
of the I-divergence did not assume the second part of Eq. 2.8. to be zero. The obtained
equation system for the modified ψ(x) function for location and scale parameter with a
Cauchy substituting function:

ψ(x) =
x

1 + x2
(2.15)

χ(x) =
x2 − 1

1 + x2
(2.16)

Only the function defining the dihesion changed, but thereby only one solution exists,
and it is a maximum likelihood estimate which ensures various favourable attributes. A
numeric algorithm is provided for the calculation of the estimates in [R16], which are B-,
V- and qualitative robust. Let cn and sn denote the estimates for the MFV and dihesion.
According to the results of [R15] the joint distribution of (Tn, Sn) is asymptotically normal
and the corresponding breakdown points:

δ∗(Tn) = 0.5 (2.17)

δ∗(Sn) =
−χ(0)

χ(−∞)− χ(0)
=

1

3
. (2.18)

The code 2.1. shows the implementation for the modified MFV algorithm in a python
environment based on [R16]. The algorithm uses the median and MAD for the initialization
of the location and scale parameters respectively of the Cauchy distribution most similar to
the distribution of the given sample. The algorithm shows convergence typically in 5− 7
iterations (if |εk+1 − εk| ≤ 10−5 is requested), however the sample size and convergence
threshold can highly influence the computational time needed. As Fig. 2.2. illustrates on a
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logarithmic scale of the sample size and convergence threshold there is a steep increase in
time needed for larger datasets and more precise convergence criteria. This latter can be
relieved, since in practical calculations 10−5 − 10−3 thresholds lead to sufficiently precise
results. Regarding samples size, the MFV algorithm is not necessary for estimation of
location and scale when disposable data are abundant. In such cases median and MAD
values are reliably calculated as parameter estimates, therefore the MFV algorithm is
primarily advised to be used in case of small sample sizes when data are scarce, invaluable
and costly to obtain. Nevertheless, it has to be mentioned that in higher dimensions due
to the ”curse of dimensionality” much larger sample sizes might be required for adequate
estimates.

import numpy as np
from scipy import stats
import math

def modified_MFV(y, threshold = 10**(-5)):
'''
Calculation of MFV and dihesion.
:y: List of numeric data
:threshold: Parameter for finetuning convergence limit.
:return: MFV and dihesion of the input data
'''
M_old = np.median(y)
eps_old = stats.median_abs_deviation(y)
n = len(y)
try:

u_old = (y-M_old)/eps_old
e0_old = 1/n*sum([1/(1+math.pow(x,2)) for x in u_old])
e1_old = 1/n*sum([x/(1+math.pow(x,2)) for x in u_old])
e2_old = 1/n*sum([math.pow(x,2)/(1+math.pow(x,2)) for x in u_old])

i = 1
diff = 1
while abs(diff) > threshold:

M_new = M_old + eps_old * e1_old/e0_old
eps_new = eps_old * math.sqrt(1/e0_old-1)

u_new = (y-M_new)/eps_new
e0_new = 1/n*sum([1/(1+math.pow(x,2)) for x in u_new])
e1_new = 1/n*sum([x/(1+math.pow(x,2)) for x in u_new])
e2_new = 1/n*sum([math.pow(x,2)/(1+math.pow(x,2)) for x in u_new])

diff = max( abs(M_new-M_old), abs(eps_new-eps_old) )

M_old, eps_old = M_new, eps_new
e0_old, e1_old, e2_old = e0_new, e1_new, e2_new

i = i+1
except:

raise ValueError
return M_new, eps_new

Figure 2.1: Python code for the calculation of MFV- and dihesion values of a simple data set.

Figure 2.3. represents the effect of outliers on selected location and scale parameters.
30 data points have been generated from a N (0, 1) distribution and outliers have been
added to it based on a N (5, 1) distribution in a 5% and 15% amount. Even a small portion
of outliers increases the standard deviation dramatically and drags the mean value sig-
nificantly towards the newly added instances. This latter might be a bigger problem from
a practical point of view, since outlier resistivity is often key for stability of predictions,
nonetheless bigger standard deviations may contribute to wider confidence intervals and
higher uncertainty of the estimates.

From the presented demonstrative example it is obvious that the MFV and dihesion
has similar properties as the median and MAD, however from computational point of
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Figure 2.2: Computing requirements of the MFV algorithm as a function of sample size and
threshold of convergence.

Figure 2.3: Effect of outliers in case of 1D data on location and scale parameters.

view it is more expensive. The reason behind the usefulness of the concept is the higher
statistical efficiency for a wider range of distributions compared to the median and MAD
estimates [R14]. Moreover, there is a possibility for generalization for higher dimensions
and applicability for other optimization procedures like regression problems. It also has to
be highlighted that besides mathematical considerations the MFV, as a weighted average of
data points, where the weights are assigned according to closeness to the data concentration,
has deeper physical meaning as well. Since repeated measurements on a single value
more often serve with similar values close to the real value, it can be straightforwardly
assumed that points at the data concentration are from more precise observations and shall
be considered more seriously for the investigation of the ”bulk” of the data. Therefore, the
MFV concept has more practical sense at interpretation stages [R6]. While the median
can only be one of the data points, the MFV can be any arbitrary value in between that is
not necessarily included in the database. Due to the basic complexity of robust statistical
approaches in general, it is nice that the MFV concept can be made illustrative for practical
purposes and can be applied routine-wise in statistical analyses.



3
MFV-based Linear Regression for
Regional Economic Convergence

Thesis Group 1: Application of robust and non-parametric
statistical tools regarding economic convergence

Thesis 1
I have identified via robust and non-parametric statistical ap-
proaches that convergence among EU countries and regions based
on the absolute β-convergence regarding GDP per capita is of
lesser degree than could be estimated based on the conventional
Ordinary Least Squares (OLS) linear regression. I have also as-
certained that economic convergence regarding GDP per capita
also exists on the whole data-population level between EU member
states and regions connected to the EU before and after 2004.

Publications relevant to the theses: [T2, T3, T4, T5, T9].

Thesis 1.1
With robust correlation calculations based on the Most Frequent
Value concept, I have shown that there is less correlation among
initial values and growth rates of GDP and NDI financial indicators
of EU member states and regions, which suggest a slower pace
of convergence than is suggested by OLS linear regression based
absolute β-convergence theorem.

Publications relevant to the theses: [T2].

Thesis 1.2
With robust linear regression, based on the Most Frequent Value
concept, I have shown that convergence of economies of EU mem-
ber states and regions is of slower pace than provided by OLS
linear regression based absolute β-convergence theorem.

Publications relevant to the theses: [T3, T4].

17
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Thesis 1.3
With non-parametric hypothesis testing I have shown the existence
of convergence among subgroups of economies of EU member
states and regions connected to the EU before and after 2004 re-
garding GDP per capita on the whole data-population level. Based
on the non-parametric approach, I have suggested a method for
the estimation of rate of convergence and for the time needed for
member regions to catch up.

Publications relevant to the theses: [T5].

Thesis 1.3.1
Having created the regional level social networks of participating
organizations of the Horizon 2020 framework, I have shown that
regions of EU member states connected after 2004 had generated
more connections at the same level of average annual GDP or R&D
subsidy given by the EU as member states and regions connected
before 2004. This observation further supports the existence of
regional convergence.

Publications relevant to the theses: [T9].

In the following, I will demonstrate the effective applicability of the MFV procedure
on data of economic origin regarding robust treatment of a linear regression problem.
From the application point of view my aim with the outlined case study is to join to other
scientific results that agree with the existence of economic convergence among regions of
the European Union. Moreover, I would also like to fine-tune the existing results with new
methodological approaches in the field with a holistic approach and by utilizing different, to
each other complementary datasets.

3.1 Overview of Related Literature

Economic convergence is a macroeconomic concept that is in direct relation with economic
growth. According to economic growth theories, economies of countries and regions tend to
develop towards an equilibrium growth path. Deviations from the equilibrium can lead to
unemployment or prolonged inflation. This convergence can be characterised among others
with the absolute β-convergence theory, which postulates an inverse relationship between
GDP (or similar income measure) growth per capita and its initial economic level [R17].

Nevertheless, literature elaborates on numerous approaches of economic growth and
convergence. The model developed by Sir Roy Harrod and Evsey Domar already in the 1930s
consideres the outstanding role of capital investment and savings with regard to economic
growth. It concludes that higher saving rates can lead to more insvestment and thereby
faster growth when fixed capital-output ratio is assumed. Based on their description, if
poorer regions increase their investment and capital accumulation faster growth will be the
consequence and eventually convergence to more wealthier territories. This model already
draws attention to the importance of capital formation in regional growth. Nonetheless, it
is only applicable to regions of low-income where primaprily capital constrains are in the
way of convergence. Furthermore, it does not consider human capital and innovation, which
are important pillars of sustained growth [R18].

The neoclassical growth model is a simple and intuitive approarch that is widely applied
for empricial convergence calculations in studies since it allows easy comparison across
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regions. The concept dates back to the 1950s and suggests that economic growth is a
consequence of capital- and labor accumulation and exogenous technological progress.
According to this approach, poorer regions grow faster (absolute convergence) in case
of decreasing capital accumulation while keeping other factors constant. Because of its
assumption of exogenous technology progress though, the origin of technological advances
remain unexplained and it cannot consider human capital and innovation as endogenous
growth drivers either [R19, R20, R21].

Addressing these limitations, the endogenous grwoth models developed in the 1980s
aimed to incorporate factors that can drive internal growth like human capital, innovation
or knowledge spillover. By acknowledging such predictors of economic growth an alternative
to the assumption of deminishing returns of the neoclassical model could be provided. This
approach suggests that regional divergence is also depending on human capital and R&D
activities, furthermore regions investing in these areas can produce faster growth and
may not necessarily converge with others. Although the model explains divergence by
emphasizing the role of education and R&D investments, it can overestimate their role
in regions where basic capital constrains are more important. Additionally, the required
data to perform the relatively complex calculations – especially in regions with less data
abundance – makes its applicability limited [R22, R23].

Conditional convergence models try to further elaborate on the similarities of regions
when calculating growth trajectories. Here, not just previously listed factors then complete
structural characteristics (e.g.: saving rates, technology, innovation activities, population
growth, etc.) of regions shall match as a neccessary condition for convergence and the
assumed convergence can only take place among comparable groups. By taking into con-
sideration a broad palette of possible structural differences among regions, the conditional
convergence model offers a framework for the explanation of the phenomenon why certain
areas converge while others do not when conditions like infrastructure, education or policy
do not match. Even though this model is more realistic than the absolute convergence, it
requires extensive data on structural factors that might influence regional steady states of
convergence making it hard to apply to heterogeneous regions with high variability of such
conditions [R19, R21].

The problem of diverging regions to different levels led to the so called club convergence
investigations that were often supported by practical observations and empirical findings.
The theory suggests that regions, even with similar initial conditions can tend to form
diverse ”clubs” that converge to a common income level. These models offer a flexible
framework that can incorporate various initial conditions and provide an opportunity to
policymakers to have an insight into specific convergence clubs and consequently help them
tailor their policies groupwise. On the other hand, such models require the identification of
groups and corresponding threshold analysis in connection to them. Moreover, it can also
oversimplify convergence by assuming that group members will remain in their clubs and
no between-group changes will take place later [R24, R25, R26].

The dynamic approach of convergence is covered by stochastic convergence models in
more detail where time-series methods are utilized to decide whether income disparities
among regions are temporary or permanent. The concept suggest that income levels should
converge in the long-run in case disparities can be treated as stationary. These models can
provide insights into temporal stability of convergence and can enable the testing whether
regions return to common income paths after economic shocks or not. Albeit stochastic
convergence lets regional-level resilience in income levels to be investigated, long-term data
availability is requested. Furthermore, it still struggles to explain which structural factors
might be relevant for differences when observing economic divergence [R26, R27].

Several scientific investigations regarding economic convergence are built upon the
usage of the absolute β-convergence theory, that assumes negative correlation between



20 3.1. OVERVIEW OF RELATED LITERATURE

initial income levels and average growth rates of the selected financial indicators. This
theory leads to the conclusion that regions with weaker initial conditions shall grow faster
due to the free movement of capital to locations where it can be invested with lower costs.
According to this concept, weaker economies with higher growth rates in the long-run shall
produce a decreasing gap among the subgroups of richer- and poorer regions [R19, R20].
Although besides the reviewed convergence theories other economic approaches exist, due to
the abundant presence of absolute β-convergence based investigations of economic growth
and -convergence in the screened literature and out of the methodological purposes of the
current chapter, I will connect to authors building upon this convergence concept in order to
be able to produce comparable results in an interpretable and reproducible way.

The fundamental equation for economic absolute β-convergence is:

1

T
· ln

(
yi,T
yi,0

)
= α+ β · ln(yi,0) + εi, (3.1)

where yi,T and yi,0 are the per capita economic measures for the i-th sample in the end and
in the beginning of the investigated time interval correspondingly with length T given in
years, εi the error term and α, β are the intercept and slope parameters for the line in the
linear regression problem [R17].

Nevertheless, in spite of empirical evidences of linear regression based results with
negative slopes on the existence of convergence among regions and countries, more authors
pointed out that the theory shall be used if certain boundary conditions are fulfilled and
warn against drawing quick conclusions from the application of the theory. Such conditions
that have to be mentioned are:

• The equation of absolute β-convergence can only be applied in the vicinity of an
”equilibrium growth”, therefore the theory assumes that countries’ individual growth
paths are close to their own equilibrium growth paths.

• The model calculates with per capita income indicators, therefore it has to be as-
sumed that the growth of population and workforce are in the same ratio within the
investigated time interval.

• The theory can only be applied when the investigated economies are in a growing
phase. There is no evidence that it is still applicable for shrinking economies.

• Only in case of homogeneous economies with identical structural parameters (e.g.:
technological progress, labour development ratio, savings rates, depreciation of physi-
cal capital etc.), where just the initial state differs may it be valid that these economies
are converging towards the same equilibrium over time and consequently ”the poor
catches up with the rich” measured in per capita indicators.

Since countries and regions cannot be regarded as closed economies and there are various
disturbances, the model can unfortunately be applied on heterogeneous economies only,
where it has technically no predictive power. It can even occur that stronger economies
have higher growth rates and differences increase in time. All that can be certainly stated
that regions with higher growth rates are further away from their individual equilibrium
states [R28, R17].

Although there are many factors influencing economic growth (e.g.: workforce migration,
technology transfer among regions, wars and economic crises etc.) there have been numerous
analyses performed that proved that in many situations initially poorer regions tend to show
higher economic growth rates measured in per capita income indicators concerned [R19,
R29, R20].

On the other hand, there is a large segment of publications that criticize results gained
based on the absolute β-convergence concept and there are mathematical and practical
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facts as well that prove the insufficiency of the theorem. Although, alternatives like σ-
convergence are also applied simultaneously, techniques that utilize parametric approaches
are often questioned in literature on their creditworthiness [R28, R30, R31, R32, R33].

Having this said, corresponding literature is apparently divided regarding the appli-
cability of the convergence theory and finds its assumptions too restrictive with regard to
real-life conditions. Divergent conclusions of cohesion tendencies are also characteristic for
corresponding literature focusing on the regions and countries of the European Community.
On the other hand, in case of many regional and country-level financial data analyses a
negative linear relationship does exist between initial levels and growth rates of the same
per capita financial indicators, that support the validity of the concept.

Nonetheless, differing conclusions can be found in literature regarding economic growth
that concerns economic convergence within the European Union (EU). Several authors
observed convergence of a certain extent [R30, R34, R31], while others found clear evidence
for divergence [R35, R25, R36, R33], while still others interpreted convergence differently
and detected signs of conditional- or even ”club convergence” (tendency towards multiple
clusters) of the regions that might speed up or lose momentum in certain time intervals [R24,
R37, R38, R39]. However, the direct comparison of the various studies is circumstantial due
to the different time periods, range of incorporated regions, applied methods and involved
financial indicators investigated [R30].

It also has to be noted that there might be several aspects of economic convergence
defined and accordingly various approaches have been utilized in literature. Besides
parametric statistical methods, non-parametric alternatives –e.g.: stochastic dominance
techniques – have been used as well that considers the whole distribution of data and
enables an insight into the time dependent intra-distribution mobility of the regions [R31,
R36].

From the methodological perspective, the widespread and conventional usage of para-
metric techniques may contribute to the high variability of conclusions listed in literature.
Since these approaches utilize location- and scale parameters of annual distributions that
are outlier-sensitive – namely mean and standard deviation values – and are therefore
non-robust, the non-normal characteristic of underlying data distributions can significantly
distort them and bias conclusions of the economic theory that is based on them. Violations
to general assumptions of conventional statistical procedures inevitably lead to model
misspecifications and erroneous results that are generally to be avoided.

Additionally, application of parametric statistical methods in the present case faces
problems with the sampling procedure as well. In case of regional investigations there are
no random samples, since technically the whole data-population can be acquired and the
sample members cannot be regarded as independent either, since there are deep intercon-
nections among them if nothing else on a spatial basis (e.g.: relations among neighbouring
regions) [R40, R41, R32, R25].

Regression problems – to which the empirical investigation of Eq. 3.1. also belongs –
constitute one of the core fundamental elements of statistical learning procedures. Nev-
ertheless, real-life data contaminated by a-typical elements and of skewed non-normal
distributions can pose challenges in proper model building and parameter estimation. In
case of multidimensional investigations, complications caused by such anomalies are even
harder to detect and handle, notwithstanding various techniques are known in order to
keep unwanted deviations under control [R42, R43].

Robust statistical procedures aim to address negative influences caused by outliers and
data non-normality by using proper weighting of a-typical observations that are deviating
greatly from the ”bulk” of the data. In practice, this leads to a trade-off between the
maximization of statistical efficiency and the level of breakdown point [R44, R45, R43, R46].

Although, parametric models often rely on strict assumptions hard to hold in practice,
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they can serve with estimates more accurate and easier to interpret when specific conditions
are met. In contrast, non-parametric models can serve with less sharp estimates or results
may be harder to interpret, but the range of applicability is wider. As a middle road,
robust statistical approaches assume small deviations from expected distributions and
models. They aim to operate in the ”neighbourhood” of the theoretical assumptions (e.g.:
Gaussian error distribution) and can be regarded as an extension of parametric statistical
procedures [R47]. Robust procedures utilize the fact, that parametric models are also just
an approximation of reality and offer approximate parametric models while maintaining
a compromise between strict parametric models and potentially hard to interpret non-
parametric models [R47]. Robust regression techniques are aiming to reduce negative
influences caused by outliers by assigning appropriate weights to a-typical observations
that deviate greatly from the bulk of the data.

In case of a proper weighting, data does not have to be trimmed and information to
be discarded, since the effect of atypical data on the estimates is about to be decreased.
Nevertheless, as a trade-off, mostly iterative procedures can provide the estimates sought.
Therefore, robust methods often require more computation time than conventional statis-
tical procedures. The selection of numerical algorithms, the way of implementation and
proper initialization can also play an essential role for achieving converging results, while
maintaining satisfactory statistical efficiency (of course within certain limits) [R43].

3.2 Robust Linear Regression

Considering the original iterative equation system of Eq. 2.7. and Eq. 2.8. for the MFV-
and dihesion values of a data distribution provided in Chapter 2. we have the following
formulas for the converged values:

M(k, x) =

n∑
i=1

(k · ε(x))2

(k · ε(x))2 + (xi −M(k, x))2
· xi

n∑
i=1

(k · ε(x))2

(k · ε(x))2 + (xi −M(k, x))2

(3.2)

ε(x)2 =

3 ·
n∑

i=1

(xi −M(k, x))2

(ε(x)2 + (xi −M(k, x))2)2

n∑
i=1

1

(ε(x)2 + (xi −M(k, x))2)2

. (3.3)

Since the M(k, x) in Eq. 3.2. is technically a weighted average, – where the weights
are given in a form of a Cauchy-distribution – the far-lying points measured from the
location of data-concentration are taken into consideration with a less weight that results
in an increased outlier resistance. The k parameter is a constant that shall be chosen
according to the underlying data distribution to be investigated, – which in practice is only
rarely known a priori. Thus, based on results of Monte Carlo simulations the selection of
k = 2 is recommended for an optimal statistical efficiency – while ε(x) denotes the scale
parameter [R48, R6].

According to the results of further extensive Monte Carlo simulations, the MFV method
can be applied on real-life data contaminated with outliers in a wide range of distributions
”far” from being Gaussian at a much higher statistical efficiency than conventional statistical
procedures that are mainly based on the minimization of the L2-norm [R14, R49].

After reordering, Eq. 3.2. and multiplying both sides with the denominator of the left
side (which is definitely greater than zero) and multiplying both sides with 2/(k · ε(x))2 as
well the following equivalent formula can be obtained that is identically zero:
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g(ε(x),M(k, x)) = 2 ·
n∑

i=1

M(k, x)− xi
(M(k, x)− xi)2 + (k · ε(x))2

= 0 (3.4)

From Eq. 3.4. it can be seen that an equivalent task is finding the extremum value given
in Eq. 3.5. with respect to M(k, x), where due to convexity considerations, a minimum place
is sought:

G(ε(x),M(k, x)) =

n∑
i=1

ln
[
(M(k, x)− xi)

2 + (k · ε(x))2
]

(3.5)

Therefore, finding the roots of g(ε(x),M(k, x)) – that is equivalent to estimate the
MFV value – is possible by solving the G′

M (ε(x),M(k, x)) = 0 instead, which technically
transforms the task to a minimization problem with respect to the M(k, x) value and
enables the generalization of the definition of the Most Frequent Value method for higher
dimensional cases.

Consequently, in the present case instead of minimizing the
∑n

i=1(E(x) − xi)
2 = min.

expression with respect to E(x) as done for least squares procedures (where E(x) denotes
the expected value of the distribution) the

∑n
i=1 ln

[
(M(k, x)− xi)

2 + (k · ε(x))2
]
= min.

expression with respect to M(k, x) has to be fulfilled in order to gain the location parameter
of interest. Albeit, the theory promises to serve with highly outlier resistant and on wide
distribution-range robust location- and scale parameters, the calculations have to be done
in an iterative way.

For a two-dimensional case of (xi, yi), i ∈ [1, n] observations, for the better understanding
let us stick to conventional notation and refer to the M(k, x) location parameter estimate in
a form of Ti(p,x) = a · xi + b, where p = [a, b]T is a parameter vector containing the slope
and intercept values of the regression line and let simply ε denote the dihesion. Hence,
Eq. 3.5. can be written up in the following form [R46]:

n∑
i=1

ln
[
(Ti(p,x)− yi)

2 + (kε)2
]
= min. (3.6)

To fulfill the minimum criterion with respect to Ti(p,x) the equation system of the partial
derivatives set to zero (r = 1, 2) has to be solved:

d

dpr

n∑
i=1

ln
[
(Ti(p,x)− yi)

2 + (kε)2
]
= 0 (3.7)

Having performed the designated operations:

n∑
i=1

2 · (Ti(p,x)− yi)

(Ti(p,x)− yi)2 + (kε)2
·
dTi(p,x)

dpr
= 0 (3.8)

After substituting the expression for the MFV value and performing the necessary
calculations, the equation system given by Eq. 3.9. and 3.10. can be obtained. These
formulas still contain the ε dihesion parameter, therefore they have to be extended by
Eq. 3.3. in order to find the corresponding regression line parameters.

n∑
i=1

1

(kε)2 + (axi + b− yi)2
· [(axi + b− yi) · xi] = 0 (3.9)

n∑
i=1

1

(kε)2 + (axi + b− yi)2
· [axi + b− yi] = 0 (3.10)
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For the initialization we use the solution of the OLS regression as suggested by Steiner
et al. Furthermore, from the linear equation system of the OLS regression it can also be
seen that the equation system presented by Eq. 3.9. and Eq. 3.10. for the MFV-robustified
linear regression is illustratively a weighted form of the latter and in this aspect could be
declared as a type of partial least squares regression models [R43]:

The initialization vector for the ”MFV iteration” from the OLS regression solution in
matrix notation can be given as:

a0

b0

 =


n∑

i=1

x2i

n∑
i=1

xi

n∑
i=1

xi

n∑
i=1

1


−1

·


n∑

i=1

xiyi

n∑
i=1

yi

 (3.11)

Since Eq. 3.9. and 3.10. cannot be solved directly even for given ε values, a nonlinear
equation system has to be handled in every iteration step of the ”MFV iteration”. Fortunately
the partial derivatives of the Jacobian matrix can be expressed analytically and for the
generalized Newton’s algorithm the following 2D equation system can be written up for the
(m+ 1)-th iteration step:


a(m+1)

b(m+1)

 =


a(m)

b(m)

−


n∑

i=1

x2iA
(m)
i

n∑
i=1

xiA
(m)
i

n∑
i=1

xiA
(m)
i

n∑
i=1

A
(m)
i



−1 
n∑

i=1

xiB
(m)
i

n∑
i=1

B
(m)
i

 (3.12)

Where the values denoted by capital letters can be provided in the (m)-th step of the
iteration as:

A
(m)
i =

(kε(m))2 − (yi − a(m)xi − b(m))2

[(kε(m))2 + (yi − a(m)xi − b(m))2]2
(3.13)

B
(m)
i = − (yi − a(m)xi − b(m))

(kε(m))2 + (yi − a(m)xi − b(m))2
(3.14)

The algorithm for obtaining the parameters for the MFV-robustified linear regression
can be summarised as follows:

1. Initialize a0 and b0 parameters from OLS linear regression.

2. Initialize dihesion with the maximal residuals from the OLS-line as ε0 = max(r+i )−
max(r−i )

3. ”Inner iteration”: Solve nonlinear equation system given in Eq. 3.12. by generalized
Newton’s or Broyden’s method. (Stop condition: max(a(k+1)− a(k), b(k+1)− b(k)) ≤ 10−5).

4. ”MFV-iteration”: Update dihesion parameter using the calculated a(k) and b(k) regres-
sion parameters in accordance with Eq. 3.3. (Stop condition: ε(k+1) − ε(k) ≤ 10−5).

Code samples for the implementation of the MFV-based linear regression can be seen in
Appendix A. As an illustration for the difference between OLS and MFV-robustified linear
regression, example datasets have been generated in 2D and 3D cases (see Fig. 3.1.). In the
2D case, 10 data points were perfectly aligned on a straight line, while the 11-th data point
has been given as an outlier. As Fig. 3.1a. shows the OLS line fits the points to minimize
the overall sum of squares of the deviations, while the MFV-robustified line remains on
the ”bulk” of the data. The same advantageous behaviour is true for the 3D case with
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vertical outliers. It has to be noted though that bad leverage points (outlier observations in
”horizontal directions”) can have many severe effects on the regression surface, therefore
resistivity is much less against such observations.

(a) (b)

Figure 3.1: Demonstration of the difference between OLS-based and MFV-robustified linear regres-
sion in the presence of vertical outliers. The latter fits the ”bulk” of the data more efficient.

Although it is important to have information on the break-down point of the outlined
algorithm, deeper theoretical considerations would be necessary. By further increasing the
number of points to 100 and experimenting with the amount of points modified to outliers,
a practical value for the break-down point could be estimated, which in this example was
23%. Unfortunately, this statement is valid only for vertical outliers, since based on our
experience bad leverage points can have a more drastic influence on the MFV-robustified
regression line similar to other robust statistical techniques [R43, R50].

A further illustration of the MFV-based linear regression can be gained by the application
of the method alongside with other robust linear regression techniques. Fig. 3.2a. shows
a sample dataset of 100 data points equipped with some statistical noise that is aligned
to a line. The data sample is then contaminated with 15 outliers that are horizontally
placed in a distance of 2–4 times of the standard deviation of the independent variable.
Via three times repeated 10-fold cross validation, the contaminated data set was split, and
corresponding regression algorithms were applied on them according to Fig. 3.2a., where
the figure illustrates the best fits per method with regard to the mean absolute error (MAE).
Fig. 3.2b. represents the gained MAE distributions summarised on box-plots for the selected
robust regression methods of the algorithms which were implemented in the sklearn python
package1 together with the MFV-based 2D linear regression algorithm.

Depending on randomization and initialization, the mean values and corresponding stan-
dard deviations (in brackets) of the resulted box-plots of Fig. 3.2b. were for the OLS-based
linear regression 6.310(1.421), for Huber regression 6.263(1.980), for RANSAC2 6.124(3.188),
for TheilSen 5.763(2.627) and 5.918(3.003) for the MFV-based regression. The mean of the
mean absolute errors for MFV-based regression is resulted to be similar, albeit a bit higher,
as for the TheilSen regression and the best fit line provided approximately the same result
as the best fit line for the RANSAC regression. From further empirical analysis by increas-
ing the number of bad leverage points, the MFV-based regression had a breakdown point
at 20 added contamination point. Thus, it provided with a better fit – in this specific case

1For the python implementation of other robust liner regression algorithms, the code snippets provided in
https://machinelearningmastery.com/robust-regression-for-machine-learning-in-python/ (accessed: 2023.09.11.)
were utilized.

2Random Sample Consensus
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(a) (b)

Figure 3.2: Illustration of fitting behaviour of MFV-based linear regression alongside with other
robust regression methods in case of a generated data sample by the investigation of mean absolute
errors gained with 3-times repeated 10-fold cross validation.

– to the bulk of the data than Huber- or TheilSen regressions, but regarding breakdown
properties it could only over-perform the Huber regression.

3.3 Data Analysis

For application purposes, as a primary data source the Gross Domestic Product (GDP) and
Net Disposable Income (NDI) data of the EU countries and regions have been analysed
within the time period of 2000-2020 regarding economic convergence. The exact time
intervals and limitations regarding missing data are listed in Table 3.1. The data were
accessed at Eurostat that is the responsible institution within the European Community
for the dissemination and harmonization of statistical information [R51]. As can be seen
in Table 3.1. there were no accessible information regarding GDP for France before 2015
and no NDI data for Malta at all that can result in some distortion for any kind of further
statistical investigation. However, the slightly differing time intervals posed no difficulties
to the applied analysis and the amount of missing data was also marginal within the listed
time periods, therefore could not have significant influence on our findings either.

Economic
Indicator

Dimen-
sion Country NUTS2 NUTS3

GDP
EUR per

inhabitant 2009-2020
2000-2019

France:
2015-2019

2000-2018
France:

2015-2018

PPS per
inhabitant 2009-2020

2008-2019
France:

2015-2019

2000-2018
France:

2015-2018

NDI
EUR per

inhabitant

2000-2018
Without
Malta

2000-2018
Without
Malta

No data

PPS per
inhabitant

2000-2018
Without
Malta

2000-2018
Without
Malta

No data

Table 3.1: GDP and NDI per capita income measures for different regional levels accessed at
Eurostat.

Corresponding literature often builds both upon GDP and NDI measures when charac-
terizing regional convergence. While GDP can be regarded as a measure of market value
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of all the goods and services produced, NDI represents the income of the population after
taxes. Thus, GDP can be taken as a metric of economic progress and can be used to compare
development of economies, whereas NDI as a metric of the standard of living [R52]. The
outlined financial indicators were obtained in EUR per inhabitant and PPS per inhabitant
dimensions that are conventional for convergence investigations. The latter dimension
expresses the per inhabitant financial indicator with respect to the average within the Eu-
ropean Union that is set to be 100. Representing data in PPS can reduce differences caused
by various price levels and enable a better comparison among EU member countries [R51].

Although GDP is most probably the most commonly used growth measure in related
literature, its limitations has to be addressed regarding indicating societal well-being or
even long-term sustainability. As its primary focus lies on market transactions it does not
consider other essential aspects of quality of life like healthcare, education or life satisfaction
in general. Therefore, GDP can show growth tendencies while social welfare decline is
present. This can make GDP an incomplete proxy for human progress [R53].

GDP also does not account for environmental degradation and resource depletion, does
not consider long-term economic potential than rather fouses on short-term economic
activity. It can depict an over-optimistic illusion of growth that might lead to unsustainable
environmental practices. On the other hand, it also ignores non-market contributions (e.g.:
domestic work, unpaid caregiving etc.) that veils significant economic activities and leads to
an underestimation of actual economic contributions [R54].

Increasing GDP does not necessarily mean that amenities are shared among citizens
in a fair manner. High GDP per capita can also lead to elevated levels of inequality that
might cause some layers of society benefit unequally and more modest compared to those of
distinguished positions [R55].

Due to the above limitations and potential drawbacks of GDP usage, other indicators are
advised in literature that might provide a more comprehensive picture of economic growth
and convergence. A non-exhaustive list of such indicators are:

• Total Factor Productivity (TFP), that can measure all inputs in the production process
and can can capture contribution of technological innovation and skills. Nevertheless,
it might be complex to measure accurately and external factors (e.g.: regulatory
changes) can make it difficult to interpret consistently across countries. Furthermore,
it also does not consider environmental related resource depletion and citizen well-
being [R56].

• Gross National Income (GNI) reflects extra contributions of net income from abroad,
therby highlights the role of foreign investments. As a drawback however, it can be in-
fluenced by multinational corporations’ tax strategies and still neglects environmental
and social welfare related issues [R57].

• Human Development Index (HDI) combines life expectancy, education and per cpita
income to provide a comprehensive view of growth beyond economic output alone.
Albeit serving with a more holistic picture with drivers of long-term development, HDI
is still a simplification of complex societal factors by arbitrarily weighting them. This
can fade differences among regions with highly differing education and healthcare
profiles [R54, R58].

• Genuine Progress Indicator (GPI) takes positive and negative aspects of economic
growth (income distribution, environmental cost, value of non-market activities etc.)
into consideration in order to examine whether they have benefited citizens or not.
Nonetheless, because of its complex calculation and subjective interpretation the
comparability across regions and over time can be problematic [R54].
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• Green GDP considers environmental costs by substracting them from GDP, thereby
strives to serve with a measure of economic growth that can be connected to objectives
of sustainability. Unfortunatelly, data shortages and opaque definitions of the exact
measurement of environmental impacts over countries and regions can make its usage
hardly comparable in calculations [R59].

• Gini coefficient captures the income inequality within regions that can help to un-
derstand distributional aspects of economic growth. However, growth progresses can
have varying effects on income distribution causing an inverted U-shaped relationship
that might necessitate more in-depth analysis of time dynamics of regional economic
development [R54].

• Consumption per capita can be used to analyse effects of economic growth on individual
well-being by calculating average consumption of goods and services. It can help to
better understand how growth can be mapped to the improvements of quality of life,
but it lets uneven consumption among the poor and rich be veiled and does not account
for sustainability considerations either [R60].

Besides acknowledging the above mentioned deficiencies of GDP utilization, with my data
collection and analysis in the following I will connect to those authors who present results
applying these data. Since most of the reviewed literature build upon these indicators –
even the latest and most fresh ones – from methodological point of view in my investigations
I stay aligned with the mainstream in order to keep interpretability and results comparable.

Having finished the data collection process the number of available data points were
27 on country level, 213 on NUTS2 level and 1066 on NUTS3 level that might slightly vary
according to the limitations listed in Table 3.1. The financial indicators of interest followed
highly skewed annual distributions to the left. Representing annual distributions on box
plots according to Tukey’s Fences that – as a non-parametric outlier detection method –
marks points as outliers when they are beyond the 1st and 3rd quartiles more than 1.5·IQR3.
It can be seen that the 1D distributions may contain several outlier suspicious items (see
Fig. 3.3).

Figure 3.3: Annual distribution of GDP per capita values measured in EUR in case of NUTS2
regions.

Although it has to be noted, that in case of data from economic origin it cannot be
unequivocally stated whether a data point is outlier since they cannot be attributed to any

3Interquartile Range
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kind of measurement error or being a member of other data-populations. Furthermore, our
data cannot be treated as a random sample of a larger data-population either. Furthermore,
since we possess the whole data-population the usage of statistical error estimations (e.g.:
confidence intervals) should be treated with reservations. Therefore, application of conven-
tional statistical procedures are arguable and robust- or non-parametric methods are to
be used that can increase the amount of statistical information to be extracted out of the
underlying sample and reducing the risk of biasing the resulting estimates [R6, R14].

Country NUTS2 NUTS3
GDP NDI GDP NDI GDP

EUR PPS EUR PPS EUR PPS EUR PPS EUR PPS
2000 - - 0.9123

(0.0298)
0.9514

(0.2505)
0.9580

(0.0000)
- 0.9157

(0.0000)
0.9676

(0.0000)
0.9283

(0.0000)
0.9171

(0.0000)
2001 - - 0.9122

(0.0297)
0.9521

(0.2600)
0.9609

(0.0000)
- 0.9208

(0.0000)
0.9631

(0.0000)
0.9232

(0.0000)
0.9071

(0.0000)
2002 - - 0.9068

(0.0223)
0.9483

(0.2113)
0.9635

(0.0000)
- 0.9139

(0.0000)
0.9568

(0.0000)
0.9281

(0.0000)
0.9105

(0.0000)
2003 - - 0.9039

(0.0192)
0.9533

(0.2761)
0.9641

(0.0000)
- 0.9063

(0.0000)
0.9599

(0.0000)
0.9309

(0.0000)
0.9085

(0.0000)
2004 - - 0.9035

(0.0188)
0.9531

(0.2745)
0.9641

(0.0000)
- 0.9050

(0.0000)
0.9610

(0.0000)
0.9330

(0.0000)
0.9049

(0.0000)
2005 - - 0.9088

(0.0247)
0.9551

(0.3039)
0.9638

(0.0000)
- 0.9108

(0.0000)
0.9600

(0.0000)
0.9283

(0.0000)
0.9005

(0.0000)
2006 - - 0.9084

(0.0242)
0.9541

(0.2891)
0.9644

(0.0000)
- 0.9087

(0.0000)
0.9592

(0.0000)
0.9290

(0.0000)
0.9016

(0.0000)
2007 - - 0.9098

(0.0261)
0.9498

(0.2290)
0.9637

(0.0000)
- 0.9128

(0.0000)
0.9632

(0.0000)
0.9261

(0.0000)
0.8971

(0.0000)
2008 - - 0.9194

(0.0436)
0.9519

(0.2571)
0.9661

(0.0001)
0.9666

(0.0001)
0.9199

(0.0000)
0.9646

(0.0000)
0.9272

(0.0000)
0.8962

(0.0000)
2009 0.8731

(0.0034)
0.8294

(0.0005)
0.9148

(0.0341)
0.9537

(0.2827)
0.9630

(0.0000)
0.9646

(0.0000)
0.9076

(0.0000)
0.9629

(0.0000)
0.9259

(0.0000)
0.8937

(0.0000)
2010 0.8643

(0.0022)
0.8229

(0.0004)
0.9137

(0.0321)
0.9628

(0.4491)
0.9628

(0.0000)
0.9635

(0.0000)
0.9139

(0.0000)
0.9734

(0.0002)
0.9192

(0.0000)
0.8798

(0.0000)
2011 0.8486

(0.0011)
0.7928

(0.0001)
0.9241

(0.0562)
0.9657

(0.5158)
0.9593

(0.0000)
0.9609

(0.0000)
0.9195

(0.0000)
0.9774

(0.0007)
0.9097

(0.0000)
0.8641

(0.0000)
2012 0.8489

(0.0011)
0.7958

(0.0001)
0.9255

(0.0605)
0.9632

(0.4593)
0.9567

(0.0000)
0.9585

(0.0000)
0.9260

(0.0000)
0.9760

(0.0004)
0.9078

(0.0000)
0.8598

(0.0000)
2013 0.8401

(0.0007)
0.7925

(0.0001)
0.9240

(0.0560)
0.9599

(0.3902)
0.9530

(0.0000)
0.9550

(0.0000)
0.9250

(0.0000)
0.9739

(0.0002)
0.9024

(0.0000)
0.8529

(0.0000)
2014 0.8308

(0.0005)
0.7729

(0.0000)
0.9180

(0.0405)
0.9548

(0.2995)
0.9495

(0.0000)
0.9514

(0.0000)
0.9235

(0.0000)
0.9777

(0.0008)
0.9020

(0.0000)
0.8530

(0.0000)
2015 0.8453

(0.0009)
0.7939

(0.0001)
0.9196

(0.0441)
0.9600

(0.3910)
0.9512

(0.0000)
0.9389

(0.0000)
0.9244

(0.0000)
0.9783

(0.0010)
0.8963

(0.0000)
0.8460

(0.0000)
2016 0.8434

(0.0009)
0.7842

(0.0001)
0.9206

(0.0464)
0.9585

(0.3636)
0.9521

(0.0000)
0.9435

(0.0000)
0.9246

(0.0000)
0.9793

(0.0014)
0.8709

(0.0000)
0.8131

(0.0000)
2017 0.8498

(0.0011)
0.7916

(0.0001)
0.9186

(0.0416)
0.9498

(0.2293)
0.9498

(0.0000)
0.9419

(0.0000)
0.9258

(0.0000)
0.9794

(0.0015)
0.8779

(0.0000)
0.8227

(0.0000)
2018 0.8427

(0.0008)
0.7879

(0.0001)
0.9198

(0.0444)
0.9477

(0.2043)
0.9445

(0.0000)
0.9354

(0.0000)
0.9285

(0.0000)
0.9820

(0.0039)
0.8705

(0.0000)
0.8148

(0.0000)
2019 0.8334

(0.0005)
0.7784

(0.0001)
- - 0.9389

(0.0000)
0.9303

(0.0000)
- - - -

2020 0.8162
(0.0003)

0.7604
(0.0000)

- - - - - - - -

Table 3.2: Results of Shapiro-Wilk tests with corresponding p-values in brackets.

The normality assumption of the data was tested by Shapiro-Wilk tests. In most of the
cases, the test rejected with high significance that the investigated data were normally
distributed. Only in case of NDI indicators on country level could be seen that the Shapiro-
Wilk test could not reject the normality assumption in every case. NDI per capita measured
in EUR in some years could be regarded as normal on 99% confidence level but could not be
regarded as normal on 95%, while measured in PPS the test did not reject normality even
on 95% confidence level (see Table 3.2).



30 3.4. APPLICATION OF THE MFV-BASED ROBUST LINEAR REGRESSION

3.4 Application of the MFV-based Robust Linear Regression

In the following, I approximate the growth rates given in the fundamental equation of
absolute β-convergence with its first order Taylor expansion that is identical to the average
of annual growth rate. With this step, my aim is to add more information to the time
evolution of growth rates into subsequent calculations. The transformation of the left side
of Eq. 3.1. can be done as:

ln

(
yi,T
yi,0

)
= ln

(
T∏
t=0

yi,t+1

yi,t

)
=

T∑
t=0

ln

(
yi,t+1

yi,t

)
≈

T∑
t=0

(
yi,t+1

yi,t
− 1

)
=

T∑
t=0

(
yi,t+1 − yi,t

yi,t

)
,

(3.15)

where we took advantage of ln(1+x) ≈ x if x is close to zero. This latter holds in the present
case, since the annual growth rates of the EU countries and NUTS regions are generally
less than 10%. By dividing the resulted formula with the length of the time interval, the
average annual growth rate is obtained for each economy.

Putting together, Eq. 3.1. and Eq. 3.15. a linear regression problem has to be solved
with more information on the annual changes of each economy on the left. However, it is
well known that averages are highly sensitive to the presence of outliers and statistical
procedures using averages as empirical means are prone to serve with fallacious results
when the underlying data distribution is not normal or outliers may ”contaminate” our
data [R49].

As a first step for checking relationships among the generated variables according to
Eq. 3.1. and 3.15. correlation coefficients were calculated. This was done based on Pearson’s
formula that is well-known to be prone to outliers and non-normality:

ρxy =

n∑
i=1

(xi − x̄)(yi − ȳ)√√√√ n∑
i=1

(xi − x̄)2 ·

√√√√ n∑
i=1

(yi − ȳ)2

(3.16)

This formula indicates the strength of linear relationship between two random variables.
If they are normally distributed, it even indicates independence if the calculated value
is zero. However, the presence of outliers can cause a dramatic bias in this formula and
longer-tailed distributions than the Gaussian tend to increase correlation values even in
case of trivially non-existing relationships [R14].

Besides Pearson’s formula that serves with a quantitative result, Spearman’s rho and
Kendall’s tau provides well-known indicators on the strength of (even nonlinear) relation-
ships between random variables. These measures provide rather with a qualitative than
quantitative result, where ranks or concordance values of data are calculated. According to
test cases, however, the significance of these coefficients can be questioned occasionally, and
the calculated results should seriously be taken into consideration only when they are close
to ±1 [R61].

A practical modification of Pearson’s formula can be achieved by the combination of
Eq. 3.16. with the MFV methodology. According to the results of Steiner et al. provided
in [R14] a practically proven ”robustification” of the conventional correlation coefficient can
be achieved by substituting the MFV values instead of arithmetic means and applying the
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weighting function as given below:

rxy =

n∑
i=1

[
w(x)(xi −M(k, x))

]
·
[
w(y)(yi −M(k, y))

]
√√√√ n∑

i=1

w2(x) · (xi −M(k, x))2 ·

√√√√ n∑
i=1

w2(y) · (yi −M(k, y))2

(3.17)

This ”MFV-robustified” correlation coefficient is not just more robust against deviations
from the normal distribution of the variables but even suppresses the distorting effects of
outliers, therefore it is more resistant as well. The formula of Eq. 3.17. serves together with
Eq. 3.2. and Eq. 3.3. a well-defined practical procedure that is relatively easy to implement
for calculating robustified correlations.

In order to highlight the distorting effect of outliers within the data besides investigating
the annual growth rates of corresponding income measures their MFV values were also
calculated and were considered on the left side of Eq. 3.1. These MFVs calculated provide
higher outlier resistance for each instance of the data set. Consequently, robust and resistant
location parameters are obtained that represent the time evolution of annual development
more and are more representative for the ”bulk” of the data in the presence of outliers and
distributions with long-tails or of non-Gaussian error distributions. For a visual comparison
of the different measures of growth rates, Fig. 3.4. represents the calculated measures on
the same graph for the analysis of economic absolute β-convergence in case of GDP per
capita on the NUTS2 region level.

Figure 3.4: Different measures of growth rates within the investigated time period for NUTS2
regions regarding GDP [EUR per inhabitant].

In order to get a comprehensive picture on the differences between the original rela-
tionship described by Eq. 3.15. and the altered versions with mean- and MFV values on
the left, average values of relative changes have been calculated among ”overall annual
growth rates” and means- or MFVs of annual growth rates for every instance in each dataset.
According to Table 3.3. the average of relative changes in case of substituting mean values
on the left (%Mean) remain below 10% in all the cases, while substituting MFVs (%MFV )
result average relative changes even higher than 55% but at least 16% for all datasets at
hand. This latter draws attention to great deviations within the data that are generally
masked by ”overall” or ”average” growth measures that might not represent the typical
annual growth, which corresponds to the ”bulk” of each data distribution.

Furthermore, by generating Cullen and Frey graphs (see Fig. 3.5.) in R utilizing the
fitdistrplus package for some of the data series with 1000 bootstrap samples, it was revealed
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Country NUTS2 NUTS3
GDP NDI GDP NDI GDP

EUR PPS EUR PPS EUR PPS EUR PPS EUR PPS
%Mean 8,68 5,31 5,60 4,34 5,60 6,04 6,25 4,97 6,86 6,44
%MFV 55,33 49,44 17,28 16,70 16,79 44,59 16,60 19,62 17,92 21,11

Table 3.3: Averages of relative changes in percentage among overall annual growth rates and means-
(%Mean) and MFVs (%MFV ) of annual growth rates for each dataset.

that the distribution of annual financial indicators and growth rates can be best described
by Gamma distributions. Since skewness and kurtosis are not robust measures and as
higher moments have bigger variances, the skewness-kurtosis plot can therefore be taken
only as an indicative visualisation for narrowing the set of possible probability distributions
that might best describe the data at hand [R62].

Figure 3.5: Cullen and Frey graph for GDP per inhabitant data of NUTS2 regions for the year 2004.

The visual comparison of average and MFV values makes it clear that throughout the
almost 20 years of observation, even dramatic differences could take place. On the left of
Fig. 3.4. MFV values tend to be smaller than the averages, while on the right they tend to
be higher. This leads to weaker linear relationship in case of treating MFV values. On the
other hand, Fig. 3.6. shows the calculated MFV values for the same data with an indication
on the date of connection of the regions to the European Union.

By investigating Fig. 3.4. and Fig. 3.6. it is obvious that economic convergence according
to the absolute β-convergence theorem – thus the decrease in the gap regarding the given
economic measure – was not that outstanding as could have been calculated by utilizing
outlier-sensitive average values.

Closely inspecting Fig. 3.4. even a data point (region of Voreio Aigaio in Greece) can be
observed that had negative MFV of annual growth rate in the investigated time period,
while in average there were no negative values and the dramatic problem might have been
veiled within the framework of a conventional investigation.

The calculated Pearson’s correlation coefficients and MFV-robustified correlation coeffi-
cients are summarised in Table 3.4. for average annual GDP and NDI growth rates and in
Table 3.5. for the MFVs of annual GDP and NDI growth rates. Country, NUTS2 and NUTS3
levels were all considered. In each cell of the tables, the upper value corresponds to the
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Figure 3.6: MFV values of annual growth rates of GDP per inhabitant values for NUTS2 regions
with indication to the date of connection to the European Union.

Pearson’s correlation coefficient, while the lower value corresponds to the MFV-robustified
correlation coefficient.

Economic
Indicator Dimension Country NUTS2 NUTS3

GDP
EUR per inhabitant -0.47 -0.82 -0.82

-0.52 -0.35 -0.34

PPS per inhabitant -0.43 -0.41 -0.69
-0.54 -0.31 -0.44

NDI
EUR per inhabitant -0.92 -0.89

-0.77 -0.33 N.A.

PPS per inhabitant -0.94 -0.86
-0.91 -0.49 N.A.

Table 3.4: Calculated Pearson- and MFV-robustified Pearson correlation coefficients for averages of
annual GDP growth rates.

Economic
Indicator Dimension Country NUTS2 NUTS3

GDP
EUR per inhabitant -0.69 -0.82 -0.77

-0.68 -0.52 -0.37

PPS per inhabitant -0.60 -0.51 -0.63
-0.69 -0.38 -0.42

NDI
EUR per inhabitant -0.91 -0.84

-0.86 -0.42 N.A.

PPS per inhabitant -0.87 -0.79
-0.84 -0.44 N.A.

Table 3.5: Calculated Pearson- and MFV-robustified Pearson correlation coefficients for MFVs of
annual GDP growth rates.

According to literature suggestions, robust statistical methods shall be applied alongside
with conventional statistics and in case of big differences in the obtained values for the same
issue the presence of outliers and non-normality is to be assumed. In such scenarios, the
result gained via conventional statistics should be questioned, and further investigations
are advised [R63].

The cells marked with blue in Table 3.4. and 3.5. indicates a dramatic drop in the MFV-
robustified correlation compared to the conventional Pearson’s correlation. This fact might
indicate – as was elaborated previously – that the presence of outliers and non-normality
of the background distribution had a huge distorting effect on correlation. Out of this
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reason, researches and practitioners can overrate the strength of linear relationship in
these cases, which in economical aspect can lead to exaggerated assessment of economic
growth of NUTS2 and NUTS3 regions towards an equilibrium growth path.

In other words, the decrease of the gap measured in GDP and NDI between 2000 and
2018 is not that significant on NUTS2 and NUTS3 level, as could be concluded based on
conventional correlation analysis. At the same time, on country level the more aggregated
and averaged measures are able to mask the unevenness of economic growth and a clear
trend towards equilibrium with lowering differences among strong and weak economies can
be assumed.

For performing MFV-robustified linear regression for the investigation of regional eco-
nomic convergence within the concept of absolute β-convergence, first the generalized
Newton’s method was selected for solving the nonlinear equation system (see Eq. 3.12.).
However, it is assumed that Broyden’s method can help to further reduce computation
complexity and therefore the necessary computation time as well [R64]. In order to achieve
a sensible and reliable comparison of the selected two algorithms, 1000 runs have been
carried out in case of each data set. The run-times of the algorithms showed a highly
skewed or even bimodal distribution (see Fig. 3.7.), therefore besides average values the
medians and the MFVs have been calculated as well. These values have been provided in
the same order in each of the cells of Table 3.6. and the smaller values in each case have
been highlighted by green.

Figure 3.7: The distribution of measured run-times for the MFV-robustified linear regression with
Broyden nonlinear solver in case of NUTS3 regions for 1000 executions.

Although the elements of the Jacobian matrix in Eq. 3.12. could be generated based
on analytical formulas, the Broyden’s algorithm turned out to be the better choice when
the sample size increased. Nevertheless, Table 3.6. clearly shows that the selection of the
method for solving the nonlinear system is problem dependent and has no influence on the
number of iterations necessary for the MFV algorithm to achieve the given limit for the
convergence. The typical curves for visualising the convergence of the estimated parameters
are illustrated on Fig. 3.8.

Moreover, the rate of convergence for the MFV-robustified linear regression resulted
to be the same for two digits in case of both nonlinear solvers and fluctuated around 1.13.
The estimation of the rate of convergence can be done based on Eq.3.18. for sufficiently
large m values, where p(m) denotes the parameter vector in the m-th iteration step and
p∗ denotes the converged value of the parameter-vector [R65]. In the applied settings
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Figure 3.8: Typical curves for illustrating the convergence of slope-, intercept- and dihesion
parameters of the MFV-based linear regression.

‖p(m+1) − p∗‖ < 10−5 condition had to be fulfilled.

lim
m→∞

ln‖p(m+1) − p∗‖
ln‖p(m) − p∗‖

(3.18)

For the calculations a personal computer equipped with an Intel(R) Core(TM) i7-9750H
CPU at 2.60GHz with 6 cores and was equipped with 15.9 GB physical memory in total was
used.

Robust statistical procedures can often highlight ”abnormalities” that are unfortunately
characteristic for the data at hand. Nevertheless, it shall be avoided to rely only on
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Dataset Sample
size

No. of
MFV-

iterations
tNewton(s) tBroyden(s)

Demo task 11 6 0.0028 0.0030
0.0030 0.0030
0.0030 0.0030

Country 27 39 0.0217 0.0232
0.0219 0.0214
0.0216 0.0220

NUTS2 213 24 0.1071 0.1068
0.1057 0.1047
0.1059 0.1054

NUTS3 1066 26 0.5354 0.5146
0.5266 0.5107
0.5260 0.5127

Table 3.6: Average-, median- and MFV values of run-times for Newton’s and Broyden’s solver for
the four different investigated examples.

the results provided by such algorithms, since the statistical efficiency (the information
extraction rate) of the applied methods can be highly different. On the other hand, the theory
of the MFV procedures are not yet elaborated to specify significance levels or confidence
internals for the estimates. Thus, the values provided for the slope parameters in Table 3.7.
are also given without these measures in an indicative way, with the main purpose to
highlight the differences gained by OLS and MFV-robustified linear regression models [R14,
R49].

Dataset OLS MFV Relative
change

Country -1.582 -1.791 13.2%
NUTS2 -2.226 -1.911 -14.2%
NUTS3 -2.008 -1.791 -11.6%

Table 3.7: Slope parameters for OLS and MFV-robustified lines for different NUTS region data
together with the relative change compared to the OLS values.

The corresponding slope parameters in Table 3.7. shows that a negative trend is present
in case of all investigated NUTS level. This indicates the validity of the economic β-
convergence theorem, at least in the sense that the negative linear relationship exists for
the accessed EU NUTS regional GDP per capita data (the greater absolute value of the
slope parameter indicates higher economic convergence). For country-level data the MFV-
robustified fit even shows stronger linear relationship, however it can be suspected that
these data contain rather averaged values that might further incorporate distortions from
locally deviating regions or purely just from the typically non-normal distribution of the
lower level data points. For the NUTS2 and NUTS3 level data however, the MFV-robustified
fit already suggests a weaker linear relationship than the OLS fit, which suggest a less
clear evidence for the stronger development tendency of weaker regions throughout the
past almost 20 years. (In comparison, [R29] presented -1.83 in the time period 2007-2014,
while [R17] -2.7 between 2001-2012 for country level. Direct comparison with authors due
to application to different regional sets and investigated time periods is problematic.)

3.5 Further Findings Regarding Economic Convergence

As the investigation of Fig. 3.6. regarding absolute economic β-convergence indicates
EU member regions connected before 2004 and afterwards constitute two separate groups.
Therefore, viewing the former economic indicators, economic convergence on data-population
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level necessitates the convergence of the two subpopulations (group of countries, regions)
to each other as well. As Fig. 3.9. and 3.10. show the weaker regions originate mainly
from member states connected to the European Union before 2004, that had different
development curves due to non-capitalist institutional arrangement for several decades
before the change of regime. The investigation of economic convergence in the aspect of
such decomposition is of high interest in corresponding literature, since the great Eastern
enlargement of the EU has increased its population approximately by 20% but contributed
only with around 4% GDP increase [R34].

Figure 3.9: Histogram representation for the intra-distribution share of NUTS3 regions for year
2000 regarding GDP [EUR per capita] that become a part of the EU before 2004 and afterwards,
with corresponding kernel density estimations.

Figure 3.10: Histogram representation for the intra-distribution share of NUTS3 regions for year
2018 regarding GDP [EUR per capita] that become a part of the EU before 2004 and afterwards,
with corresponding kernel density estimations.

The subsequent snapshots of the decomposed density curves to discrete histograms
indicates that the bimodal attribute (at least in former years) is definitely due to the
assumed differences between these groups (see Fig. 3.11. and 3.12.). In spite of the
visually perceivable decrease of bimodality and the tendency of two subpopulations (group of
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countries, regions) towards a uniform, common distribution, the differences in the location
parameters of the two sub-data-distribution might not illustrate an obvious trend. In some
cases, an even increasing tendency is suggested that can be a direct consequence of the
increase of disparities and economic divergence (see Fig. 3.13.)!

Figure 3.11: Kernel density estimation plots for GDP per capita values measured in EUR on NUTS3
levels. The dimmer a curve is, the former year corresponds to it.

Figure 3.12: Kernel density estimation plots for NDI per capita values measured in EUR on country
levels. The dimmer a curve is, the former year corresponds to it.

This paradox situation posed by the whole distribution and agglomerating location
parameters has also been observed in corresponding literature, to which phenomenon the
authors attribute the varying or even contradictory findings regarding economic convergence
within the EU member states and regions [R31, R36]. Therefore, in the following I will apply
non-parametric statistical procedures that consider the whole of the distribution functions,
which – unlike location parameters – might be influenced by non-Gaussian distributions
and far-lying data points to a lesser degree.

For the verification of the outlined hypothesis of the convergence of the two group of
countries and regions, Mann-Whitney U-tests and Wilcoxon signed rank tests were utilized.
The Mann-Whitney U-test (or Wilcoxon rank-sum test) is a non-parametric alternative of
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Figure 3.13: Annual differences of mean-, median- and MFV location parameters of the member
NUTS3 regions (GDP per capita measured in PPS) joined the EU before 2004 and afterwards.

the two sample t-test and tests the H0 hypothesis whether two samples are from the same
data-population via investigating the equality of medians of the two distributions (the two
distributions to be compared has similar type in each year). In contrast to its parametric
alternative the Mann-Whitney test is more robust and less outlier-sensitive, therefore a
higher statistical efficiency can be expected by applying it to our data. For smaller sample
sizes, statistical tables are available for calculating critical values, while for larger element
numbers the normal approximation can be used. In the latter we interpret the transformed
statistic value as a N(0, 1) distributed variable and the H0 hypothesis for the identification
of the two distributions in case of a two-tailed test at 95%(p = 0.05) significance level can be
rejected if |Z| ≤ Zcrit = 1.96 [R1]. However, utilizing the extra information that the member
states joined after 2004 have smaller values of financial indicators than those joined before,
a one-tailed test with |Z| ≤ Zcrit = 1.645 can be used that has more statistical power.

Let us denote the number of elements in the two subpopulations (group of countries
and regions) by n1 and n2, the sum of ranks by R1 and R2 accordingly, and let us assume
that R1 < R2. Then the U-statistic can be computed as U = R1 − n1(n1 + 1)/2. The total
number of elements is n1 + n2, while the sum of ranks can be given as n1n2. The normal
approximation of the U-statistic can be calculated according to Zu = (U −mu)/σu, where
mu = n1n2/2 and σu =

√
n1n2(n1 + n2 + 1)/12 are the corresponding mean and standard

deviation for the U-values (for n1, where n1 ≥ 20).
Since the independence of our real-life regional data cannot be guaranteed (that is an

assumption of Mann-Whitney U-test) due to geographical interconnections, two-sample
Wilcoxon signed rank tests have been performed on paired samples as well for each year in
order to support the results gained by the Mann-Whitney U-test. In this case, the calculated
T statistic is the minimum of the positive and negative rank sums of the differences of
the paired data and for n ≥ 50 the normal approximation can be used according to Zt =
(T −mt)/σt, where mt = n(n + 1)/4 and σu =

√
n(n+ 1)(2n+ 1)/24 are the corresponding

mean and standard deviation for the T-values and n is the number of selected pairs.
Having calculated the corresponding Zu and Zt statistic values for each year, the tendency

of the statistics can be utilized to search for a possible intersection point with the critical
U-value and predictions can be made for the economic convergence tendencies between
the groups of countries and regions concerned on data-population level. This technique is
analogous to the usage of sequential hypothesis tests used in mass production sites to test
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the validity of a certain hypothesis. By observing the distance of serially calculated statistic
values from the critical value and/or its tendency towards it, larger deviations from the
admissible can be prevented, and the measured parameter can be kept within desired limits
with higher certainty [R66].

According to the visual sanity check of the time evolution of bimodality, in case of the
obtained data listed in Table 3.1. the estimated normal approximation of the U- and T-
statistic values followed a similar trend. Although, in case of country level the usage of the
normal approximation is not necessarily as precise and founded as in case of the NUTS2-
and NUTS3 level data, for comparative purposes regarding convergence tendencies the
corresponding Z-statistics have been calculated for these cases as well.

Since the number of regions for member states connected to the EU before 2004 is
greater than those that connected after 2004 and the regions cannot be paired based on
any obvious attribute, the pairing for the Wilcoxon signed rank test could not be performed
straightforwardly. Therefore, in each year a random selection of the pairs from the two
data-subpopulations has been done 1000 times in each year and the Most Frequent Value of
the resulting distributions of the Zt values have been selected for further trend analyses [R6].

Figure 3.14: Calculated Zu-statistic values from Mann-Whitney-U test for the available time period
in case of GDP per capita values in PPS for NUTS3 regions.

The estimated Z-values followed a stagnating trend in time for NDI values for country
level. However, the Z-values in case of NDI for the NUTS2 level and GDP values for all
regional level showed a decreasing tendency (see Fig. 3.14.). The resulted statistics turned
out to be highly significant for all the inspected financial variables in every given year,
indicating the statistically distinguishable distributions of the EU member states joined
before 2004 and afterwards.

The time dependency of the Z-statistic values clearly showed a nonlinear trend that could
be seen by fitting linear and higher order polynomial functions in the least squares manner
onto them. Having investigated the R2 correlation index, the second order polynomial
function turned out to serve with a better fit than the linear one. Therefore, – in order not
to overfit our data – parabolic functions have been used to characterize the trend of the
Z-values and consequently the rate of economic convergence (where it was applicable, see
Table 3.8. and 3.9.) can be approximately viewed as quadratic.

After having fitted ax2 + bx + c type polynomials the uncertainties of the parameters
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Figure 3.15: Estimated parabolic regression of Zu-statistic values in case of GDP per capita values
in PPS for NUTS3 level and the estimated intersection point with the critical Zu-value.

and the intersection points with the Zcrit = 1.645 values have been calculated together
with the intersection points of the 95% confidence intervals where it was possible4. The
corresponding parameter values and the intersection points are provided in Table 3.8. and
Table 3.9. The intersection points, as estimated years for the two data-subpopulations to
become statistically indistinguishable forecasted by the applied non-parametric tests, were
defined as the first year afterwards the corresponding fitted curve descended under the Zcrit

horizontal line (see Fig. 3.15.).
As Table 3.8. and Table 3.9. indicates there is a certain level of convergence in case most

of the data. Years of convergence are marked by green, where a clear descending tendency of
Z-values is observable with relatively narrow confidence intervals. Where the trend predicts
a slow convergence and intersection points vaguely far in the future the years are marked
by orange, while cases of no convergence are marked by red. In case of GDP [EUR per
inhabitant] on NUTS2 level, GDP [PPS per inhabitant] on NUTS3 level and NDI [PPS per
inhabitant] on NUTS2 level showed a rather definite convergence tendency and in these
cases the R2 correlation index for the parabolic regression curve proved to be outstandingly
high as well.

By the above analysis of the time evolution of non-parametric statistics calculated
between groups of member states and regions joined the European Union before 2004
and afterwards it is shown that on subpopulation level of the data a converge tendency is
perceivable. Furthermore, the rate of convergence and a rough estimate for the time of
”merging” of the groups of countries and regions (or at least the methodology of estimating
it) are also outlined. According to the obtained results on economic convergence properties
of EU NUTS regions, a less expressed convergence tendency is present than would be
suggested by other literature sources [R17, R29].

The careful investigation of the annual distribution of GDP and NDI values on different
4Since regional data cannot be considered as random sampling (re-sampling of the data cannot be performed

or extended by other region members), values gained from confidence interval intersection points shall be
treated as an indicative measure for prediction accuracy.
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Economic
Indicator

Dimension Parame-
ter Country NUTS2 NUTS3

GDP

EUR per inhabitant

a -0.0023 ± 0.0014 -0.0039 ± 0.0006 -0.0028 ± 0.0009
b 13.39 ± 5.46 15.61 ± 2.53 11.35 ± 3.47
c -13444.47 ± 5496.67 -15584.64 ± 2544.05 -11283.43 ± 3487.49
R2 0.9143 0.9805 0.9702

Year 2037 (2032, 2053) 2048 (2044, 2054) 2081 (2069, 2111)

PPS per inhabitant

a -0.0018 ± 0.0014 -0.0083 ± 0.0050 -0.0089 ± 0.0015
b 7.13 ± 5.57 33.08 ± 20.16 35.55 ± 6.09
c -7105.37 ± 5608.25 -33012.37 ± 20296.62 -35399.56 ± 6119.65
R2 0.9694 0.9742 0.9899

Year 2035 (2030, -) 2030 (2027, 2042) 2042 (2040, 2047)

NDI

EUR per inhabitant

a 0.0005 ± 0.0002 -0.0016 ± 0.0004
b -1.97 ± 0.79 6.49 ± 1.42
c 1990.99 ± 789.32 -6493.07 ± 1421.69
R2 0.6482 0.9236

Year NO CONVERGENCE 2080 (2070, 2100)

No data

PPS per inhabitant

a 0.0007 ± 0.0008 -0.0081 ± 0.0008
b -2.79 ± 3.06 32.44 ± 3.08
c 2821.51 ± 3069.25 -32436.45 ± 3091.18
R2 0.5201 0.9888

Year NO CONVERGENCE 2036 (2034, 2038)

No data

Table 3.8: Estimated regression parameters with corresponding uncertainties, correlation indexes
and estimated intersection points of the regression line and confidence interval curves with the
critical Z-value (in brackets) where applicable for Mann-Whitney U-test.

Economic
Indicator

Dimension Parame-
ter Country NUTS2 NUTS3

GDP

EUR per inhabitant

a -0.0005 ± 0.0002 -0.0011 ± 0.0002 -0.0006 ± 0.0002
b 2.08 ± 0.96 4.58 ± 0.63 2.33 ± 0.74
c -2084.39 ± 968.02 -4568.78 ± 630.18 -2307.31 ± 740.19
R2 0.9528 0.9814 0.9468

Year 2060 (2050, 2116) 2067 (2062, 2075) 2139 (2114, 2209)

PPS per inhabitant

a -0.0020 ± 0.0003 -0.0034 ± 0.0012 -0.0021 ± 0.0005
b 8.11 ± 1.30 13.72 ± 5.02 8.51 ± 1.95
c -8147.54 ± 1313.59 -13681.67 ± 5050.06 -8416.61 ± 1959.41
R2 0.9845 0.9913 0.9933

Year 2037 (2034, 2040) 2033 (2031, 2039) 2059 (2053, 2068)

NDI

EUR per inhabitant

a (-2.71 ± 0.08)·10−11 -0.0002 ± 3.24·10−5

b (1.09 ± 0.08)·10−7 0.62 ± 0.13
c 3.06 ± 3.23·10−6 -616.98 ± 130.77
R2 0.9999 0.8874

Year NO CONVERGENCE 2186 (2159, 2237)

No data

PPS per inhabitant

a (2.6 ± 3.2)·10−4 -0.0029 ± 0.0002
b -1.05 ± 1.29 11.15 ± 0.83
c 1060.61 ± 1299.93 -11156.51 ± 835.39
R2 0.2274 0.9867

Year NO CONVERGENCE 2047 (2044, 2049)

No data

Table 3.9: Estimated regression parameters with corresponding uncertainties, correlation indexes
and estimated intersection points of the regression line and confidence interval curves with the
critical Z-value (in brackets) where applicable for Wilcoxon signed rank test.

regional levels also shed light on potentially growing inequalities among the observed
elements. Comparing the x-axes of Fig. 3.9. and Fig. 3.10. it can be seen that over the
investigated time period the GDP distirbutions on NUTS3 level have spread out. This ap-
plies for both groups implicating growing inequalities within each cluster even if converging
tendencies on data-population level are present. The increasing trend in the time-series of
each location- and scale parameter of GDP [PPS per inhabitant] are visualised on Fig. 3.16.
and their overall changes between the start and end date with regard to the investigated
financial measures in percentages are listed in Table 3.10. and Table 3.11.

Increasing regional income inequality as a by-product of economic growth has been
already treated it the 1960s within the framework of the so-called Williamson hypothesis.
It suggests that economic development increases regional inequality first which then tends
to decrease with time forming an inverted U-shaped curve. According to the hypothesis
economic expansion usually concentrates only in few urbanized areas which then show
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(a) Time evolution of mean and standard deviation values.

(b) Time evolution of median and median absolute deviation values.

(c) Time evolution of MFV and dihesion values.

Figure 3.16: Increase in location- and scale-parameters of annual GDP [PPS per inhabitant] distri-
butions on NUTS3 level for regions connected before 2004 to the European Union and afterwards.
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Economic
Indicator

Dimension Parameter Country NUTS2 NUTS3

GDP

EUR per inhabitant

∆(mean)% 28.1% 53.7% 51.3%
∆(std)% 66.7% 70.4% 59.4%

∆(median)% 25.6% 48.9% 52.5%
∆(MAD)% 113.0% 33.9% 32.0%
∆(IQR)% 78.2% 40.1% 31.3%
∆(MFV )% 24.5% 48.4% 52.1%

∆(dihesion)% 88.6% 51.5% 42.2%

PPS per inhabitant

∆(mean)% 0.6% -8.1% 51.3%
∆(std)% 29.4% 9.8% 65.6%

∆(median)% 0.4% -10.9% 52.2%
∆(MAD)% 65.0% -10.0% 32.5%
∆(IQR)% 76.9% -12.2% 36.7%
∆(MFV )% -1.9% -10.5% 52.2%

∆(dihesion)% 58.9% 4.6% 42.4%

NDI

EUR per inhabitant

∆(mean)% 50.9% 44.8%
∆(std)% 61.5% 52.2%

∆(median)% 54.4% 50.0%
∆(MAD)% 0.0% 20.0%
∆(IQR)% 55.0% 36.0%
∆(MFV )% 55.5% 50.0%

∆(dihesion)% 27.7% 26.9%

No data

PPS per inhabitant

∆(mean)% 43.1% 41.5%
∆(std)% 17.5% 39.6%

∆(median)% 47.0% 41.8%
∆(MAD)% -21.0% 15.8%
∆(IQR)% -32.7% 12.2%
∆(MFV )% 53.3% 43.5%

∆(dihesion)% -26.2% 27.1%

No data

Table 3.10: Relative changes of location- and scale parameters of GDP and NDI values on each
regional level between the beginning and ending dates of the investigated time period for countries
and regions connected to the European Union before 2004.

elevated growth rates. This can cause consequently regional disparities. Then further
market divergence can be a result of concentrated investment, urbanization and migration
(e.g.: brain-drain) towards economically thriving regions that aggrevate disparities in
income and infrastructure compared to rural areas. Nevertheless, due to market saturation,
tecnology diffusion, policy interventions or other spillover effects economic growth eventually
spreads over undeveloped areas thereby decreasing regional differences. This leads to a
catch up effect with core regions and convergence in economic sense. This latter stage of the
Williamson model is in alignment with the concept of absolute β-convergence. Furthermore,
it suggests that with appropriate policy instruments (e.g.: timely investment in human
capital, technology and infrastructure etc.) less developed regions can be helped to catch up
with richer ones faster in this way closing income gaps and contributing to cross-regional
well-being and citizen satisfaction [R67, R68, R69].

The indcated relative changes in location- and scale parameters of the annual distribu-
tions on different regional levels given in Table 3.10. and Table 3.11. further imply that a
larger positive change in a location value is typically accompanied by a larger increase in the
corresponding scale parameter. This is especially dominant for the NUTS3 case, where more
data lets deeper understanding of the ongoing processes and does not let agveraging veil
them, that is in particular expected for country-level investigations. According to calculated
robust location- and scale parameters, besides data-population-level convergence of regions
connected to the European Union before and after 2004, growing within-cluster inequalities
are more explicit in the east-block where overall convergence speed was higher. This is
in line with the suggestions of the Williamson hypothesis. Nonetheless, further research
is advised, where not just the spereading tendencies described by the increasing relative
changes in scale parameters between the start- and end dates of annual distributions of
regional-level financial measures are considered, then in-depth time-series analysis and
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Economic
Indicator

Dimension Parameter Country NUTS2 NUTS3

GDP

EUR per inhabitant

∆(mean)% 48.0% 216.0% 189.3%
∆(std)% 0.9% 159.3% 131.5%

∆(median)% 60.3% 211.9% 183.1%
∆(MAD)% 54.1% 220.0% 75.9%
∆(IQR)% 13.7% 250.0% 115.9%
∆(MFV )% 67.7% 203.4% 177.9%

∆(dihesion)% 54.6% 164.2% 108.1%

PPS per inhabitant

∆(mean)% 14.5% 15.8% 139.7%
∆(std)% -29.6% 4.1% 116.1%

∆(median)% 16.9% 22.2% 137.0%
∆(MAD)% -8.3% -7.1% 91.4%
∆(IQR)% -44.4% -7.4% 107.2%
∆(MFV )% 23.6% 21.2% 142.4%

∆(dihesion)% -2.8% -5.7% 84.4%

NDI

EUR per inhabitant

∆(mean)% 164.8% 173.6%
∆(std)% 18.1% 72.8%

∆(median)% 249.0% 152.6%
∆(MAD)% 72.2% 100.0%
∆(IQR)% 107.8% 113.2%
∆(MFV )% 242.2% 146.4%

∆(dihesion)% 107.6% 84.1%

No data

PPS per inhabitant

∆(mean)% 127.7% 130.5%
∆(std)% -9.3% 53.1%

∆(median)% 122.1% 123.0%
∆(MAD)% -27.6% 30.4%
∆(IQR)% 18.2% 8.7%
∆(MFV )% 133.7% 125.2%

∆(dihesion)% -10.1% 29.4%

No data

Table 3.11: Relative changes of location- and scale parameters of GDP and NDI values on each
regional level between the beginning and ending dates of the investigated time period for countries
and regions connected to the European Union after 2004.

country-level breakdown of regions [R68]. This investigation however lies beyond of the
methodological focus of the present thesis.

As an extension of the previous findings regarding economic convergence of European
countries and regions, a further aspect had been considered with respect of regional R&D
activities. Albeit economic convergence is hard to connect with R&D investments due to the
relatively small order of magnitudes compared to other regional spendings, it is well-known
that knowledge generation and innovation is the foundation of long-term development and
thereby economic growth. As such, it is expected that a convergent geographical entity shall
have an increasing collaboration and less developed regions shall be embedded even more
into a common scientific community.

The increase of EU-level competitiveness in technological fields builds on the concept
that knowledge generation is rather a collaborative process than done by individuals.
Furthermore, profitable utilization of ”assembled” knowledge in the form of innovation is a
driving force of economic growth. Knowledge is being transferred through such networks,
and uneven connection distributions might put obstacles in reaching this goal [R70, R71].
Therefore, understanding of such structures on country- and regional level can contribute
to better funding allocation and identification of right local strategic goals for the long
run [R72, R73, R74, R75].

In the following, I will demonstrate that on a regional level, the cohesion among regions
regarding scientific partnership establishment had an increasing tendency throughout the
Horizon 2020 program period. This finding cannot bring in direct relation with the existence
and pace of regional economic convergence, however the increasing embeddedness is at
least a requirement that might establish further cohesive tendencies on economic levels
as well. Therefore, the following results further support the previous findings in the sense
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that they logically build a basis for a common economic growth and do not contradict the
regional economic tendency investigation results.

Previous researches utilized among others scientific articles and reference lists [R70,
R74], patent data [R76], national level tender information [R77], regional databases [R78,
R79, R80] or the CORDIS5 database [R81, R82, R83] in order to build up social networks of
H2020 program attendees. Nevertheless, their main focus was the investigation of individual
stakeholder connections and country level aggregated metrics [R84, R85]. Therefore, my
aimed contribution in the following is to further extend corresponding literature with NUTS
level regional investigations and elaborate on the time evolution of regional level aggregated
social network metrics.

The utilization of social networks relies on graph theory, that can be considered as a
topological abstraction of various real-life problems. In many cases however, self-organizing
networks can be only rarely characterized by random graphs, scale-free properties prevail
instead. One of the main differences of the two types is that the latter contains nodes with
finite probability that possess outstanding number of connections and thereby can ”rule”
over the network as being a high preferential point or strongly connected point. These
networks cannot be described by single scales (e.g.: average number of connections) and
their degree distribution usually follow some kind of power law [R86].

In case of scale-free graphs, the edge number is theoretically unbounded from above and
the formation of new edges is not by chance. New edges tend to connect to nodes with more
pre-existing edges, there is a preference towards nodes that are already ”preferred” within
the network. Therefore, the scale-free attribute can be originated from preferential growth,
new connections are more likely to be formed with more experienced, more valued or more
creditable partners, which process also seems ”natural” in various walks of life. As a strict
consequence, in such models the ”rich becomes richer” and there exists (an imbalanced)
competition for new connections [R87]. Since social networks are typically formed on a
natural basis, it might also be interesting to see for the regional level collaboration whether
the previous statements hold.

Regarding H2020 funded project information, the CORDIS database was used. This was
further extended by regional data from the EUROSTAT6 database. These two sources were
combined in order to be able to look into regional level projections of the H2020 resource
utilization.

By this means 30 countries (27 EU member states together with economically and
regarding scientific activity tightly related Norway, Switzerland and United Kingdom), 284
NUTS2- and 1215 NUTS3 regions were taken into consideration. GDP data (from within
2011-2020), population data (from within 2014-2022) and density of population data (from
within 2015-2019) as general metrics for characterising regional economies.

Information on 35367 different projects and 40858 different stakeholder organizations
were accessed with 48 different ”fields of science” activity area. The obtained variables were:

• project title

• ”teaser” of the project (can be considered as an abstract)

• project objective

• project start date

• project end date
5Community Research and Development Information Service, https://data.europa.eu/data/

datasets/cordish2020projects?locale=hu, accessed: 2023.02.01.
6European Statistical Office, https://ec.europa.eu/eurostat/web/main/data/database, accessed:

2023.03.30.

https://data.europa.eu/data/datasets/cordish2020projects?locale=hu
https://data.europa.eu/data/datasets/cordish2020projects?locale=hu
https://ec.europa.eu/eurostat/web/main/data/database
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• status (ongoing / terminated / closed)

• project activity area (”field of science”)

• names of involved organizations’

• geolocation of involved organizations

• EU contribution (ecContribution in EUR)

• organization activity type (Private Sector Members - PRC, Higher Education Institu-
tions - HES, Research Organizations - REC, Public Bodies - PUB, Other Organizations
- OTH, see Fig. 3.17a. and 3.17b.)

• info on whether organizations are SMEs7 or not

• organization type (participant / coordinator / third party)

• total project budget (in EUR)

• budget share per project member

Since stakeholder geolocations were provided no geocoding of address information was
needed to position project members on the map. This offered the possibility to assign
each geolocation to their containing NUTS region. To this end and further geographical
investigations, the geopandas 0.8.0 python package [R88] was used in a Google Colab
environment.

(a) (b)

Figure 3.17: Geographical distribution of partaking organisations within H2020 research framework
program together with their organisation types on individual and aggregated NUTS3 level.

Having built up our database with unique organisation- and project IDs, firstly the
assignment of the NUTS regions to each of the stakeholders have been done. As a next step,

7Small- and Medium sized Enterprise
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the connections formed among stakeholders have been counted. This was later aggregated
on regional level and investigated on an annual basis throughout the whole time period
of the accessible data. Two-dimensional visualisation of the connection numbers as a
function of the selected regional attributes has been performed in order to reveal possible
anomalies and discrepancies among member state regions connected to the EU before 2004
and afterwards (see Fig. 3.18.). The gained data distributions were highly skewed, therefore
log-log plots have been used.

(a) (b)

(c) (d)

(e) (f)

Figure 3.18: Log-log plot of selected regional attributes and total formed connection numbers
generated within the investigated funding period for country-, NUTS2- and NUTS3 levels in each
row. Green dots correspond to regions connected to EU before 2004, while the orange ones mark
those that connected after 2004.

From the labelled project-connections, connection matrices have been created, upon
which regional level social network analysis can rely. The investigation of the resulted social
networks was carried out by the generation of graph centrality measures (see Table 3.12.)
and general graph attributes (see e.g.: [R89], [R90]) like:

• Graph degree centrality distribution that represents the fraction of nodes connected to
each node. The annual average (Deg_c) and median (D̃eg_c) values were computed.

• Graph eigenvector centrality distribution that represents the influence of each node to
the network. The annual average (Eig_c) and median (Ẽig_c) values were computed.
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• Graph closeness centrality distribution that represents centrality tendencies within
the network. The annual average (Clo_c) and median (C̃lo_c) values were computed.

• Betweenness centrality distribution that represents centrality tendencies via viewing
information flow bottlenecks. The annual average (Betw_c) and median (B̃etw_c)
values were computed.

• Density, that gives how many edges are present compared to a fully connected graph.

• Diameter, that is based on the maximal distance among nodes measured in edge
number.

• Transitivity, that represents the fraction of closed clubs in networks by calculating the
number of triangles.

• Average shortest path length (SPL) that characterizes the compactness of a network.

• Number of nodes and edges that characterizes the size of the network.

Deg_c D̃eg_c Eig_c Ẽig_c Clo_c C̃lo_c Betw_c ˜Betw_c density diam. trans. SPL nodes edges
Country level

2014 12.76 8.32 0.22 0.18 0.59 0.58 0.10 0.01 0.30 3 0.43 1.76 12 20
2015 25.02 26.75 0.27 0.32 0.73 0.72 0.10 0.01 0.58 2 0.77 1.42 10 26
2016 25.86 19.51 0.24 0.21 0.70 0.65 0.08 0.03 0.52 2 0.69 1.48 12 34
2017 26.13 25.09 0.24 0.25 0.68 0.67 0.10 0.05 0.50 3 0.68 1.52 12 33
2018 29.61 28.24 0.29 0.29 0.80 0.76 0.07 0.06 0.71 2 0.75 1.29 10 32
2019 24.63 23.50 0.24 0.26 0.68 0.65 0.08 0.04 0.48 3 0.65 1.53 12 32
2020 25.66 21.71 0.26 0.24 0.72 0.67 0.07 0.02 0.56 3 0.69 1.45 11 31
2021 23.70 20.08 0.24 0.24 0.69 0.65 0.07 0.05 0.50 3 0.64 1.52 12 33
2022 21.67 14.84 0.21 0.17 0.61 0.61 0.08 0.00 0.36 3 0.60 1.71 15 38

NUTS2 level
2014 14.78 5.64 0.11 0.07 0.50 0.50 0.03 0.00 0.12 4 0.27 2.03 39 91
2015 11.69 3.46 0.11 0.06 0.53 0.51 0.03 0.00 0.09 2 0.15 1.91 38 63
2016 11.89 4.65 0.12 0.08 0.54 0.52 0.03 0.00 0.11 2 0.16 1.89 35 63
2017 12.51 3.85 0.10 0.06 0.52 0.51 0.02 0.00 0.07 2 0.13 1.93 51 93
2018 12.42 3.64 0.10 0.06 0.53 0.51 0.02 0.00 0.08 2 0.17 1.92 44 79
2019 10.87 3.76 0.12 0.07 0.53 0.51 0.03 0.00 0.09 2 0.14 1.91 36 57
2020 12.08 3.50 0.12 0.06 0.54 0.51 0.03 0.00 0.11 2 0.22 1.89 34 61
2021 12.11 2.91 0.10 0.04 0.50 0.48 0.03 0.00 0.09 4 0.21 2.04 43 80
2022 12.83 5.45 0.10 0.06 0.44 0.44 0.03 0.00 0.08 5 0.19 2.37 51 96

NUTS3 level
2014 14.27 4.77 0.03 0.01 1.00 1.00 - - 0.11 3 0.17 1.97 36 71
2015 8.89 1.91 0.01 0.00 1.00 1.00 - - 0.22 4 0.41 1.96 28 83
2016 8.56 1.76 0.01 0.00 1.00 1.00 - - 0.14 3 0.28 1.94 34 80
2017 9.39 2.31 0.01 0.00 1.00 1.00 - - 0.15 4 0.36 2.12 35 90
2018 11.87 2.52 0.01 0.00 1.00 1.00 - - 0.11 3 0.27 2.11 49 129
2019 8.69 1.82 0.01 0.00 1.00 1.00 - - 0.12 3 0.28 2.03 42 101
2020 11.41 2.04 0.01 0.00 1.00 1.00 - - 0.12 3 0.28 2.02 47 130
2021 10.56 2.37 0.01 0.00 1.00 1.00 - - 0.11 4 0.24 2.16 47 114
2022 16.51 9.81 0.04 0.02 1.00 1.00 - - 0.06 6 0.22 3.07 58 99

Table 3.12: Annual graph centrality measures and basic descriptive attributes on different regional
levels.

Whereas between two regions several connections are possible and within-region con-
nections are also omnipresent, in the following graphs are filtered to the 5 most important
connections per region in order to gain a comprehensible network and the extraction of as
much information as possible but still keep a satisfactory transparency. Thereby, asymmet-
ric connection matrices were considered8 for building up undirected graphs. The number of
connections among the same regions were understood as a measure of ”connection strength”
and were used as weights for calculating graph attributes listed above. For the calculations

8An ”important connection” of a region to another one does not necessitate that this connection is as important
for the second one conversely.
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the networkx 2.8.4. python package had been utilized within an Anaconda framework
designed to support data scientific calculations [R91, R92].

The gathered total connection numbers throughout the total funding period were viewed
together with regional mean GDP data and the total EU contribution to the regions via each
project. Each log-log plot of Fig. 3.18. shows correlation among the variables concerned,
however in different extent. On country level the member states connected after 2004 can
easily be separated from the countries connected before, only Luxembourg is embedded in
the cluster of East-European countries. This shows that West European countries regardless
of size constitute a larger scientific centre of gravity and could acquire more social capital
from within the H2020 projects in proportion to their population and GDP and could receive
more EU funding as well.

As a non-trivial observation, it can be remarked that on NUTS2 and NUTS3 level, the
East-European countries could gain more connections at the same GDP levels (see Fig. 3.18c.
and 3.18e.) which also hold for the same ecContribution levels (see Fig. 3.18d. and 3.18f.).
This is joyful for the countries and regions on the uptake, since connections are expected
to form an inevitable basis for future collaborations and anticipates higher dynamics of
increase in scientific project involvement and funding received.

Fig. 3.19. illustrates the resulted H2020 connection network on NUTS2 level. The red
lines with different line widths indicate the strength of the ”among-region” connections,
while the green colouring of the regions the strength of the ”within-region” connections on a
square-root scale (for a better visualisation of highly skewed distributions).

Figure 3.19: Connection intensities on NUTS2 level with a square root scale for colouring and line
widths.

Figures on NUTS2 and NUTS3 levels indicate that some regions dominate the network
as strongly-connected points. This was also expected from a network that is equipped with
scale-free attributes. The same procedure was performed on country level as well that
showed outstanding connection strength within and among Italy, France, Germany, Spain



51 3.5. FURTHER FINDINGS REGARDING ECONOMIC CONVERGENCE

and the United Kingdom (IT, FR, DE, ES, UK cluster as central region on country level). As
non-trivial relatively strong within-country connection intensity could be observed in case of
Bulgaria and among-country connections between Finland, Austria and the Czech-Republic
with the (IT, FR, DE, ES, UK) group.

Further detailed investigation of the formed connections aggregated on regional level
was done by selecting the 5 most important connections of each region in order to make
the resulting network clear-cut. Furthermore, for the same purpose within the constructed
weighted network, where the weights were constituted by the number of connections
among nodes only connections with weights > 2 were taken into account as a practically
arising threshold in order to gain reasonably understandable transparent but still connected
networks.

Figure 3.20: Social network of NUTS3 regions when most important connections are considered
together with corresponding graph degree distributions.

Besides geographical investigations, the connections of regions representing central
players can be investigated in detail according to Fig. 3.20. where the web of regions is
illustrated with their degree distributions. This latter indicates a power law distribution,
however due to low node numbers the MLE estimation of this graph would be quite un-
certain, and it is of less importance, since the social network is already filtered to the
most relevant connections only. Similarly to the NUTS3 case, for NUTS2 regions a highly
interconnected group of nodes is to be seen. These nodes also arise mainly from capital
regions of member states connected to the EU before 2004 and other nodes are attached to
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this interconnected cluster from capital regions of other countries or from other developed
West-European territories (regions of Paris, Madrid, Barcelona, Bilbao, Rome, Munich etc.).

The calculated annual graph attributes and centrality measures listed in Table 3.12.
are provided for Country-, NUTS2 and NUTS3 levels, however for NUTS3 level due to the
high interconnection of nodes some of the centrality measures are not applicable. On the
other hand data from 2022 are not representative, since the H2020 period had completely
ended by then, therefore for the investigation of tendencies that year should be excluded
and regarded only as informative.

The results show that on the whole the number of nodes and edges for the region-level
social network of most relevant connections had an increasing tendency together with the
average shortest path length (SPL), average- and median degree centrality and graph
diameter, furthermore a slightly decreasing closeness of centrality by the end of the H2020
funding period. These data indicate that the size of the connection network of most relevant
connections had an increasing trend but showed a tendency towards less centralization as
well.



4
MFV-based Robust Outlier Detection

Thesis Group 2: Robust outlier detection based on the MFV
concept and its application regarding economic convergence

Thesis 2
I have developed a clustering algorithm based on the MFV concept
and performed robust outlier detection in case of linear regression
problem with application area of the economic convergence of EU
regions. I have developed a methodology to identify regions in
a robust way that show faster or slower economic convergence
than the bulk of the regions suggested by the absolute economic
β-convergence theorem.

Publications relevant to the theses: [T3, T4, T6, T8].

Thesis 2.1
I have developed a method to identify outliers based on the MFV
concept compared to the MFV-robustified linear regression. Re-
garding the absolute economic β-convergence of EU member states
and regions, I have identified regions converging faster or slower
than the bulk of the data suggested by the fitted robust trend line.

Publications relevant to the theses: [T3, T4].

Thesis 2.2
Based on the Minimum Covariant Determinant estimator, I have
shown by the usage of robust Mahalanobis distances that regions
of EU member states connected to the EU before 2004 and after are
forming two separate groups regarding H2020 financial support.
Furthermore, I have demonstrated the applicability of the method
in identifying outlying regions compared to the bulk of the data
when regional GDP, population and R&D funding is considered.

Publications relevant to the theses: [T8].
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Thesis 2.3
I have developed a clustering algorithm by using robust location-
and scale parameters based on the MFV concept that considers
outliers compared to the bulk of the data but attenuates their
biasing effect. The developed method can perform similarly or
better regarding computation time measured in the number of
centroid swaps in case of larger sample sizes simultaneously with
more clusters to be identified than the robust k-Medians.

Publications relevant to the theses: [T6].

The present chapter details findings regarding robust outlier detection combined with
linear regression and k-Means clustering methods. For the linear regression case, the
economic convergence of EU countries and regions will be used as an application area.
The background of economic absolute β-convergence and MFV-based linear regression is
discussed in Chapter 3. Further findings within a holistic perspective will be provided based
on H2020 project information where robust Mahalanobis distances are utilized for outlier
detection. Clustering related investigations will be demonstrated on sample datasets.

4.1 Overview of Related Literature

In several real-life scenarios measurements are run, parameters are monitored, data are
collected where measurement errors are omnipresent or barely avoidable. To characterize
”outlyingness” often marginal distributions are used separately for each variable observed.
This is a viable concept and practically the simplest and most straightforward choice if
we consider serial production sites or simple blood sample laboratory reports etc. For
multivariate investigations, however, combinations of original variables are considered (e.g.:
linear combinations for orthogonal projections etc.). Consequently, for multivariate models,
we mix outliers and other anomalies (e.g.: missing values) into all projected and combined
data points even before data cleaning or any downweighting procedures. Furthermore,
outlyingness exists on the multivariate level as well. For the example of serial production
this is of high interest, since parts can be judged from any univariate aspect as non-outlier,
however can still cause or lead to errors in the application field that might be non-trivial to
trace back. In this multivariate context, outliers might easily remain invisible when they
are viewed variable-wise [R3].

It has to be emphasized though that a-typical observations can be identified only com-
pared to an existing model, which is of course generated by incorporating those elements
that presumably cause the distorting effects. In case of a regression setting, a single ob-
servation can be identified as an outlier with respect to a linear regression model, but
for instance with respect to a nonlinear regression model the same observation will not
appear as anomalous. On the other hand, in many situations such observations cannot be
attributed to measurement errors and may hold invaluable information on the underlying
processes that should not be overlooked by eliminating them. Robust procedures do not
eliminate these items, since the weighting of instances only reduces the often dramatic
impact of a-typical observations on conventional statistical procedures. The cost of this
favourable characteristic is the increased computational time caused by iterative algorithms,
therefore besides the selection of robust statistical alternatives a careful choice of numerical
approaches and initialization are also of great importance [R43].

The aim of outlier identification can be of multiple purposes. Outliers can often be
distorting elements, and the behaviour of the majority of data is of interest. Nonetheless,
the same outliers can also be of special interest and their detection might reveal processes
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that are to be eliminated or shall be explored. On the other hand, albeit outliers might draw
attention to malfunctions or processes towards unwanted states, they are not necessary
influential to the same extent to the estimator at hand to be computed. The impact on the
sought estimator highly depends on the distribution of the sample and the model specifica-
tion as well, that makes the definition of outliers in the given context precise (e.g.: linear
regression). In case of other applications however, (e.g.: clustering) outliers cannot be deter-
mined like that. Therefore, they are sometimes characterized as observations that behave
significantly differently compared to the majority of the remaining observations. Their
isolation can be tricky, since due to masking and swamping effects, outliers might remain
hidden. Furthermore, heavy-tailed error distributions, autocorrelated- and heteroscedastic
error terms can cause similar biases for statistical inferences as well [R3].

Specifically, in case of clustering we speak of an unsupervised ordering of unlabelled
data into separable, relatively homogeneous groups, which process is often used in itself or
as an intermediate step of data pre-processing and for the understanding of the structure of
the underlying sample [R93]. A major goal of clustering is to split big data sets into smaller,
less heterogenous segments based on similarity features that can be further investigated in
smaller scale [R94]. Thereby, the hidden information can be broken down into smaller units
that are easier to interpret [R95, R96].

Outliers, noises and non-sharp cluster borders may however pose challenges to many
clustering algorithms. Therefore, robustification of algorithms when working with real-life
data is of particular importance in order to be able to stabilize efficiency and predictive
power [R97]. Nonetheless, robustness and stability depend not just on the underlying data
then on the clusters themselves. Outliers often form heterogeneous groups with the bulk
of the data, therefore clustering can theoretically isolate them [R98, R42, R99]. However,
it is not necessarily worth to seek outliers this way, since noisy observations can lead to
”chaining effects” via ”bridging points” that can result in the density-based interconnection
of different data groups and low breakdown points – in the present case the percentage
amount of outlier points that leads to an unacceptable classification of the data points – of
clustering algorithms (e.g.: k-means) [R100].

During clustering, outliers and separate groups can be identified without any prior
knowledge about the data. Many times different approaches are combined in literature
(e.g.: partition based-, hierarchical-, density based-, grid based- or model based techniques)
in order to reach higher efficiency, but there are limitations of validity depending on
size- and nature of data, number of dimensions, data distributions etc. [R99]. Thereby,
selection of appropriate clustering algorithm shall be done accordingly and by no means
automatically [R101].

Authors of related works often build upon robust approaches like k-Medoids / k-Medians
that enjoy widespread popularity in the literature [R102, R103, R104, R105, R106, R98,
R107, R108, R109]. In general, these show higher accuracy than the well-known k-Means,
but their run-time increase fast with sample size that makes them unfavourable in case of
bigger problems [R110, R101]. On the other hand, robust statistical methods are gaining
more attention, which instead of only focusing on robust location parameters try to rely
on the ”bulk” of the data by performing adequate trimming or suppressing of ”far-lying”
observations [R97, R100, R111, R112]. A great advantage of latter approaches is that
they enable higher-dimensional investigations as well and can be extended to Principal
Component Analysis problems or multivariate outlier detection tasks [R113, R114, R115].

4.2 Data Analysis

The present chapter, regarding MFV-based robust outlier detection in case of the absolute
economic β-convergence, relies on the same data sets that were introduced in Chapter 3.,



56 4.3. ROBUST OUTLIER DETECTION

Sec. 3.3., where NUTS regional GDP and NDI information are provided. Additionally,
Horizon 2020 project information on R&D funding are also investigated together with
regional GDP and population information that are presented in Sec. 3.5. of the same
chapter.

In relation to MFV-based robust outlier detection in case of cluster analysis, sample
datasets have been selected. 5 different, real-life datasets were accessed from the UCI
database (UC Irvine Machine Learning Repository) [R116]. Datasets equipped with known
classification and of relatively small cluster sizes have been selected due to interpretation
purposes. Different sample sizes and different feature numbers were also considered for the
investigation, in parallel to other similar literature sources [R117]. The main characteristics
of the data selected are listed in Table 4.1.

Dataset name Sample
size

No. of
features

No. of
clusters

Distribution per
cluster

Long Jump 58 1 2 33-25
Iris 150 4 3 50-50-50
Wine 178 13 3 71-59-48
Ecoli 336 7 4 143-116-52-25
Breast cancer 569 30 2 357-212

Table 4.1: Descriptive information on datasets accessed for robust clustering related investigations.

4.3 Robust Outlier Detection

Throughout practical data analyses of real-life and presumably contaminated data, besides
specifying the ”bulk” of the data, the identification and classification of outliers (e.g.: com-
pared to a robust and resistant regression line) is of great interest. Therefore, a definition
for ”outlyingness” is required, that in the following is defined based on the MFV concept. In
order to generate comparable results of data with Gaussian error distribution, we use the
dihesion as a consistent estimator of the standard deviation that can be calculated in an
iterative manner according to Eq. 2.7. and Eq. 2.8. In case the amount of data around the
µ mean value is covered by ±ε distance is known (let us indicate this portion by ”R”) the
probability of observing data within this distance can be expressed as:

P(|x− µ| ≤ ε) = P
(∣∣∣x− µ

σ

∣∣∣ ≤ ε

σ

)
= R (4.1)

Therefore, for normally distributed data we must have:
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Summing Eq.4.2. and 4.3 the relationship between the dihesion and standard deviation
results to be:

ε = Φ−1
(R+ 1

2

)
· σ (4.4)

Thus, the estimate for the standard deviation can be calculated as:

σ̂ = A · ε =

(
Φ−1

(
R+ 1

2

))−1

· ε, (4.5)
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where ”A” denotes a constant distribution dependent scale factor. With a consistent estimate
for the characterization of far-lying data points, the recommendations of [R118, R119, R120]
are followed that considers an observation as an outlier if one of the following selected
criteria is met:∣∣∣xi − µ

σ

∣∣∣ ≥ 3 =⇒ Very conservative (less than 1% of the data)

∣∣∣xi − µ

σ

∣∣∣ ≥ 2.5 =⇒ Moderately conservative (compromise)

∣∣∣xi − µ

σ

∣∣∣ ≥ 2 =⇒ Poorly conservative (less than 5% of the data)

These criteria can be applied appropriately to linear regression problems what will be
present in Sec. 4.4. where the MFV-robustified linear regression line will be taken as repre-
sentative of the data condensation. As an arbitrary selection, in the further investigations
the outliers will be classified according to the moderately conservative approach, i.e.:

Weak outlier: |xi −M(k, x)| > ε and |xi −M(k, x)| ≤ 2.5 ·A · ε

Strong outlier: |xi −M(k, x)| > 2.5 ·A · ε

4.4 Application to Economic Convergence of EU Regions

According to the iterative parameter estimation procedure outlined in Chapter 3., Sec. 3.2.,
slope- (aMFV , ãMFV ), intercept- (bMFV , b̃MFV ) and dihesion (εMFV , ε̃MFV ) values have been
computed for the means of annual growth rates and MFVs of annual growth rates of country
level and regional GDP and NDI measures respectively with the MFV-based robust linear
regression method. For comparative purposes, the slope- and intercept parameters have
also been calculated for linear regression based on the minimization of the L2-norm by
using the ordinary least squares method (aOLS , ãOLS) as well. Besides parameters of linear
regression, the number of ”MFV-iterations” necessary to reach the specified exit criteria for
convergence (n, ñ), the ratio of data lying within a ”one-dihesion-distance” measured from
the fitted line (R, R̃) and scale factors (A, Ã) in order to be able to use the resulted dihesion
values as consistent estimators of the standard deviations have also been given in Table 4.2.

For characterizing the rate of convergence among the investigated spatial entities within
the framework of economic absolute β-convergence, the slope parameters of the fitted lines
have to be used. Negative slopes with larger absolute values correspond to faster con-
vergence. As can be seen from the slope parameters listed in Table 4.2., investigations
performed on means of annual growth rates resulted similar or even larger convergence
tendency on country level while smaller convergence for other regional levels except NUTS2
level for GDP [PPS per inhabitant] data. In case of investigating MFVs of annual growth
rates, the MFV slope parameters followed the same tendency compared to the slope param-
eters fitted by the ordinary least squares method. In case of countries, however, it might
be assumed that highly aggregated and averaged data into less than 30 data points can
be uncertain or less accurate. For NUTS2 or NUTS3 regions, much more data are at hand
that provides more trustworthiness. For the accessed data with more regional instances
and consequently higher territorial resolution, the absolute β-convergence theorem based
on MFV-robustified line regression (except NUTS2 level for GDP [PPS per inhabitant])
served with a conclusion that a less exaggerated convergence among the EU regions shall be
expected compared to what are provided by those analyses that are based on conventional
statistical procedures.
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Country NUTS2 NUTS3
GDP NDI GDP NDI GDP

EUR PPS EUR PPS EUR PPS EUR PPS EUR PPS
aOLS -1.5821 -1.9679 -2.8551 -3.5044 -2.2468 -1.5868 -2.5856 -3.0220 -2.1345 -2.0112
bOLS 18.5016 9.4796 29.3284 34.9894 25.0051 7.1442 26.5802 30.4550 23.7478 22.4653
aMFV -1.7910 -2.5753 -2.9047 -3.2907 -1.9052 -1.7265 -2.1025 -2.5921 -1.8082 -1.7766
bMFV 20.6659 12.1594 29.9497 33.0436 21.6766 7.8563 22.2062 26.5490 20.5669 20.1701
εMFV 1.0033 0.8793 1.1449 0.5579 0.6817 1.0691 0.4238 0.5315 0.7249 0.7196
n 39 40 20 29 25 18 33 19 27 25
R 0.5556 0.4815 0.7308 0.6154 0.5446 0.6573 0.5000 0.6387 0.5657 0.5750
A 1.3077 1.5489 0.9051 1.1502 1.3397 1.0540 1.4826 1.0955 1.2791 1.2534

ãOLS -1.7455 -2.3188 -2.5445 -3.5144 -2.1727 -1.7539 -2.4192 -2.7915 -2.0862 -1.9320
b̃OLS 20.2831 10.9508 26.5844 35.2308 24.4841 7.9164 25.1065 28.4242 23.3954 21.8306
ãMFV -1.6873 -2.6208 -2.5603 -2.9129 -2.0484 -1.8393 -2.1952 -2.3504 -1.9138 -1.6870
b̃MFV 19.7949 12.2610 26.6369 29.5613 23.2992 8.3528 23.1009 24.3534 21.7506 19.4399
ε̃MFV 0.4868 0.8331 0.8321 0.2868 0.6215 0.9147 0.4701 0.4635 0.7956 0.7546
ñ 80 30 18 32 29 22 27 27 24 26
R̃ 0.4074 0.5926 0.7308 0.4615 0.5399 0.6291 0.5588 0.5588 0.5854 0.5619
Ã 1.8689 1.2071 0.9051 1.6256 1.3537 1.1176 1.2984 1.2984 1.2258 1.2896

Table 4.2: Estimated model parameters on Country-, NUTS2- and NUTS3 region level for GDP and
NDI data with dimensions of [EUR per inhabitant] or [PPS per inhabitant]. Parameters with tilde
stand for calculations performed on MFVs of annual growth rates.

According to Table 4.2., the slopes of the fitted MFV-robustified regression lines indicate
diverse differences when comparing results of fitted lines on mean- and MFV values of
annual growth rates. It cannot be univocally stated that MFVs of annual growth rates would
bring results on stronger convergence of the investigated regions, although in most of the
cases for NUTS2- and NUTS3 levels slightly higher slopes were calculated in absolute value.
However, observing thoroughly the distribution of the data points in each case differences
among the weak- and strong outliers turned out to be more relevant.

The identification of outliers has been done compared to the fitted MFV-robustified
regression line. Data points lying within one-dihesion-distance constituted the ”bulk” of
the data. Instances lying within one-dihesion-distance and the distance specified by the
scale parameter times the corresponding dihesion value (see Table 4.2.) were labelled as
weakly outlying, while those that can be found further from the fitted MFV regression line
than this distance were labelled as strongly outlying points (see Fig. 4.1. and Fig 4.2.) in
accordance with Sec. 4.3.

The more robust and outlier resistant a linear regression technique is, the identification
of ”interesting” objects becomes possible that would have otherwise been masked by the
inflated variance of the data. In our case, for linear regression based on the MFV concept,
not just the less expressed speed of economic convergence within the framework of absolute
β-convergence was pointed out, but the over- or under-performing regions within the past
two decades – in terms of the convergence theorem – were directly specified and labelled as
well. These regions are visualised for NUTS2 and NUTS3 levels for each investigated case
on Fig. 4.3., 4.4. and 4.5.

In case of some countries, strikingly different outliers occurred. For GDP in EUR per
capita values on NUTS2 level differences for the case of Sweden and Poland seems to be the
most prominent, while for NDI likewise on NUTS2 level and in EUR per capita dimension
French regions gained highly differing labels that might be surprising. Nevertheless, the
provided geographical visualisations can be further utilized as a basis for better compar-
ison and the gained classification of regions in general as input for further field relevant
researches that are at present out of the scope of the present thesis from methodological
point of view.
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Figure 4.1: Fitted MFV regression line with corresponding classification of outliers and OLS line fit
for comparative purposes (dataset: NUTS2 level, GDP [EUR per inhabitant].

Figure 4.2: Fitted MFV regression line with corresponding classification of outliers and OLS line fit
for comparative purposes (dataset: NUTS3 level, GDP [EUR per inhabitant].

As a holistic approach, similar to the investigations on economic convergence outlined in
Chapter 3.3., Sec. 3.5., data on Horizon 2020 R&D project information were also considered,
where funding contributions provided by the European Union were combined with regional
population-, density of population- and GDP data with the aim of exploring regions with
outlying positioning compared with the ”bulk” of the data and observing possible clustering
phenomena. Since all the accessed data by nature showed strongly skewed distributions
to the left, the natural logarithms were used in order to stabilise standard deviations and
obtain uni- and multivariate distributions that are ”closer” to Gaussian. Contributions
provided by the European Community (marked as ecContribution on Fig. 4.6., 4.7. and 4.8.
in accordance with database notations) were aggregated to each region throughout the
whole funding period, while the associated regional data were time-averaged since these
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(a) GDP [EUR per inhabitant] - Fit on
Mean values

(b) GDP [EUR per inhabitant] - Fit on
MFV values

(c) GDP [PPS per inhabitant] - Fit on
Mean values

(d) GDP [PPS per inhabitant] - Fit on
MFV values

Figure 4.3: Estimated outliers for NUTS2 level using GDP per capita values.
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(a) NDI [EUR per inhabitant] - Fit on
Mean values

(b) NDI [EUR per inhabitant] - Fit on
MFV values

(c) NDI [PPS per inhabitant] - Fit on
Mean values

(d) NDI [PPS per inhabitant] - Fit on
MFV values

Figure 4.4: Estimated outliers for NUTS2 level using NDI per capita values.
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(a) GDP [EUR per inhabitant] - Fit on
Mean values

(b) GDP [EUR per inhabitant] - Fit on
MFV values

(c) GDP [PPS per inhabitant] - Fit on
Mean values

(d) GDP [PPS per inhabitant] - Fit on
MFV values

Figure 4.5: Estimated outliers for NUTS3 level using GDP per capita values.



63 4.4. APPLICATION TO ECONOMIC CONVERGENCE OF EU REGIONS

values did not show significant time evolution.
Robust Mahalanobis (RD) distances – as less outlier sensitive within-distribution dis-

tances – can be calculated for arbitrary large dimension numbers, therefore ecContribution
can be pooled technically with all the gathered regional variables or with even more vari-
ables of interest. However, due to the curse of dimensionality, I restricted myself to two
dimensions that also enabled easier graphical interpretation. For ”far-lying” observations
compared to the ”bulk” of the data, observations with RD > 2.5 values were considered – in
accordance with the classification provided in Sec. 4.3. – that is an often used thumb rule
suggested in literature and a close approximation of

√
χ2
2,0.95 value [R113].

The gained results suggest that in general, the H2020 funding of regions tend to form
one, unique data-population (see e.g.: Fig. 4.6.). Nevertheless, on country level the method
suggests a clear distinction between member states connected before and after 2004 with
respect to population (except for Estonia that resulted to be closer to the West-European
states in every investigated aspect), therefore in this single case a grouping or clustering
could be observed with less H2020 financial funding for the marked East-European members
on country level (see Fig. 4.8.).

Figure 4.6: 2D distribution of the NUTS2 level logarithms of EU contributions and GDP time
averages with calculated MLE and MCD contours and outliers with RD> 2.5.

For higher level analysis, graphical investigations can be suggested (see Fig. 4.9.) viewed
together with the 2D scatter plots coloured according to robust Mahalanobis distances
for researchers and policymakers concerned. Thereby, the exact location of each region
compared to the bulk of the data can be specified and input for further strategic planing with
the aim of improving within-data-distribution positioning (regarding ”H2020 community”)
can be acquired.

The outlined investigation of H2020 spendings of the European Community enables
the rethinking of regional positioning that might be relevant for acquiring future research
funding. This can contribute to further innovative activities and the boosting of economic
growth, that latter in a controlled manner can lead to economic convergence on population
level – in mathematical sense – of EU countries and regions. Unfortunately, the analysis
revealed that in the past decade R&D funding were uneven in a detectable extent projected
onto regional population when speaking of countries connected before and after 2004 to the
European Union. On regional level the results are more varied and less obvious. Further in-
depth, field-specific economic analysis might be advised in order to explore the relationship
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Figure 4.7: 2D distribution of the country level logarithms of EU contributions and time-averaged
GDP with calculated MLE and MCD contours and outliers with RD> 2.5.

Figure 4.8: 2D distribution of the country level logarithms of EU contributions and time-averaged
population with calculated MLE and MCD contours and outliers with RD> 2.5.

among uneven funding and future economic convergence properties. (Since R&D funding
typically affects future economic growth, it is pointless to compare results gained so far
with those based on absolute β-convergence that are primarily based on past economic
indicators. Nevertheless, the time horizon and the magnitude of the impact of various
R&D investments especially on regional level are hard to estimate.) This unfortunately lies
beyond the framework of the present work that had as its main target to explore robust-
and non-parametric statistical tools on the application field of economic convergence of EU
countries and regions.
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(a) Time-averaged GDP (b) Time-averaged population

Figure 4.9: Cartographic representation of resulted 2D EU-contribution outliers of NUTS3 regions
with respect to time-averaged regional attributes where corresponding data were available.

4.5 MFV-based Clustering and Outlier Detection

In various walks of life (e.g.: biology, economy etc.) outliers cannot be regarded simply as
measurement errors, anomalies or as members of different data distributions, since little is
known about the mechanics of the unknown model in the background. It is typically required
to be able to unambiguously attach labels to observations and describe general group and
cluster attributes (crisp clustering). Identification of outlying observations is often an issue
when no model assumptions are provided, but similarities among observations can only
serve as a guideline. In the case of cluster analysis – as an unsupervised learning process –
outliers can pose similar challenges, as detailed previously. In practical terms, clustering
algorithms are frequently used for the identification of dissimilar observations, even in a
multidimensional sense.

The hereby outlined MFV-robustified clustering approach relies on the well-known
Lloyd’s algorithm [R121] by calculating a robust location parameter (MFV) as cluster
centroid simultaneously with a robust scale parameter (dihesion) of the formed clusters in
each iteration step (see Algorithm below). Unlike trimming procedures, all observations are
taken into consideration but with different weights corresponding to their location within
the data distribution of each group.

For the initialization of the iteration, usually the median is advised to be used as the
starting value for the MFV, while the Median Absolute Deviation (MAD) for the dihesion.
Since typically no a priori knowledge on the data distribution of each cluster is present, the
MFV values offer interpretable alternatives for centroids as weighted averages that are
mostly determined by the ”bulk” of the data. Therefore, graphically the data condensation
points will be identified as cluster centres, which are harder to pull away by far-lying
observations or heavy-tailed distributions. An additional advantage of the application of
the MFV concept is its generalizability to higher dimensions.
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Algorithm 1 Pseudocode of ”k-MFVs” clustering
k: number of clusters
D: a set of objects of cardinality n

1. Initialization of centroids (c1, c2, ..., ck) in D

while no changes in cluster centroids do
2.1. for each data point xi calculate distance from centroid in each cluster

2.2. assign objects to cluster with nearest centroid (swapping step)

2.3. for each cluster j = 1, 2, ..., k recalculate centroids as MFV value of each actual
cluster
return Centroids, cluster labels, dihesion values

Robustificating Lloyd’s algorithm by using Most Frequent Values as cluster centroids
is about to construct an alternative to the numerous unsupervised methodologies that
perform the breaking-down of data into smaller parts. With this approach it can be achieved
not to discard any data point prior to the clustering. In practice every data point may
represent valuable information, but without a proper model (e.g.: economic processes) on
the background phenomena or knowledge about the various error types dropping data is
less recommended. Therefore, my present focus is on crisp-like clustering approaches with
no data exclusion.

Since only the selection of centroids is modified we expect to have somewhat similar
clustering results as provided by well-known k-Means and k-Medians algorithms. However,
due to the iterative depiction of the MFV values an increased time consumption is expected.
Moreover, the MFV-robustified alternative (in the following referred as k-MFVs) will also
predict spherical-shaped clusters in the multivariate space that instantaneously offers
future development directions towards considering elliptical-shaped clusters.

The alteration of centroid calculation shall lead to different classification of the data and
new centroid coordinates as well. Thereby, the accuracy and interpretation of the grouping
could be different compared to k-Means and k-Medians. In order to look into this, we
investigate the k-Means and k-Medians algorithms alongside with the outlined k-MFVs in
case of 4 real-life data sets accessible at the UCI database [R116]. The main characteristics
of the data are listed in Table 4.1. together with the Long Jump data set.

The Long Jump data set contains the results of two long jump trials from the 1988
Olympic Games of men decathlon and women heptathlon. Being a set of one-dimensional
observations it is adequate for visual comparison of different clustering methods. On
Fig. 4.10. besides the original data the results of k-Means, k-Medians, trimmed k-Means at
α = 0.05; 02 levels and the proposed k-MFVs (k = 2) are presented in case of the presence of
a single outlier that represents a disqualified jump (therefore with zero value) [R111].

The original data show some overlap among men’s and women’s outcomes and the
group mean of that containing the single outlier is highly biased towards that obviously
faulty observation. This overlap of the two groups cannot be differentiated by any of the
investigated algorithms. Moreover, the presence of the disqualified observation resulted the
k-Means and the trimmed k-Means (α = 0.05) to breakdown. At the same time, k-Medians
and k-MFVs (k = 2) and trimmed k-Means (α = 0.2) proved to be resistant enough and the
trimmed k-Means served with additional information on the identified outliers.

Since our aim is to cluster the data in the presence of outliers without discarding them
the robust Mahalanobis distances are used to specify outliers in the formed groups. The
empirical- and robust within-group Mahalanobis distances can be compared to the critical
value of

√
χ2
1;0.975 suggested by Hubert et al. in [R115]. Fig. 4.11. shows the distances for
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the two resulted groups for the k-MFVs (k = 2). The values above the critical values can be
considered as group-wise outliers and their further investigation can be done subsequently.
A main advantage is that no data had to be suspended, thus the centroids did not get biased
because of that. The applied methodology is easy to interpret and can further be extended
for higher dimensional investigations. This possibility holds for the 4 UCI datasets, however
the detailed investigation of outliers is beyond our scope.

Figure 4.10: Comparison of clustering algorithms in case of the Long Jump data in the presence of
a single outlier.

Figure 4.11: Empirical- and robustified Mahalanobis distances for the Long Jump data extended
with a single outlier in case of the k-MFVs (k = 2) partitioning into two separate groups as a function
of ordered element indexes.

Throughout the experimental investigation all the multidimensional data were used
in their ”raw” form without dimensional reduction or standardisation. Since initialization
is crucial, k-Means++ and DBSCAN were implemented and tested in order to avoid ran-
domness in the resulted clusters. The k-Means++ proved to be improper for our purposes,
because the aim of the robustification with the MFVs is to cluster the ”bulk” of the data and
place centroids around high density locations. K-Means++ initialization however, typically
led the algorithms to stuck in isolated outlying groups. Therefore, DBSCAN has been
selected and by proper parameter sweeping the desired number of initial centroids were
defined for each data set in a reproducible way.

The gained results of k-MFVs algorithm in case of the five selected data sets are outlined
in Table 4.3. together with the k-Means’ and k-Medians’ for comparative purposes. As
important metrics for the judgement of the algorithms the number of ”swap-s” (number of
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iteration until no more changes in centroids – and point assignments – is achieved) and
computational time for convergence have been recorded besides five clustering validity
indices. Table 4.3. contains the results only for the optimal cluster numbers known in
advance from the labelled data sets (see Table 4.1.).

Mean Median MFV (k=1) MFV (k=2) MFV (k=3) MFV (k=4)
”Long Jump” dataset (nclust = 2)

Nswap 4 4 4 4 4 4
t(s) 0.0010 0.0020 0.0479 0.0568 0.0479 0.0409
R 0.6225 0.6225 0.6225 0.6225 0.6225 0.6225
Sdbw 0.6511 0.6511 0.6511 0.6511 0.6511 0.6511
AMI 0.5087 0.5087 0.5087 0.5087 0.5087 0.5087
SC 0.6645 0.6645 0.6645 0.6644 0.6644 0.6644
DBI 0.4754 0.4754 0.4754 0.4754 0.4754 0.4754
Clusters 33-25 33-25 33-25 33-25 33-25 33-25

”Iris” dataset (nclust = 3)
Nswap 6 6 6 6 6 6
t(s) 0.0030 0.0040 0.6207 0.5513 0.6477 0.5505
R 0.7302 0.7439 0.7437 0.7304 0.7302 0.7302
Sdbw 0.3356 0.3373 0.3373 0.3356 0.3356 0.3356
AMI 0.7551 0.7631 0.7631 0.7551 0.7551 0.7551
SC 0.5526 0.5509 0.5509 0.5526 0.5551 0.5526
DBI 0.6623 0.6662 0.6662 0.6623 0.6623 0.6623
Clusters 50-62-38 50-61-39 50-61-39 50-62-38 50-62-38 50-62-38

”Wine” dataset (nclust = 3)
Nswap 13 19 12 11 11 12
t(s) 0.0070 0.0119 6.0123 4.4153 4.0440 4.5023
R 0.3518 0.3715 0.3389 0.3415 0.3415 0.3415
Sdbw 0.4092 0.3746 0.4134 0.4139 0.4139 0.4139
AMI 0.4168 0.4131 0.4068 0.4093 0.4093 0.4093
SC 0.5596 0.5708 0.5479 0.5447 0.5447 0.5447
DBI 0.5496 0.5317 0.5531 0.5541 0.5447 0.5541
Clusters 49-27-102 62-48-68 48-30-100 47-31-100 47-31-100 47-31-100

”Ecoli” dataset (nclust = 4)
Nswap 7 7 7 8 6 6
t(s) 0.0049 0.0070 1.7726 1.9345 1.4765 1.4944
R 0.6847 0.6861 0.7541 0.6764 0.7619 0.7619
Sdbw 0.6607 0.6607 0.6608 0.6608 0.6607 0.6606
AMI 0.6416 0.6483 0.6765 0.6353 0.6836 0.6836
SC 0.4221 0.4210 0.4210 0.4210 0.4206 0.4226
DBI 0.9403 0.9428 0.9423 0.9423 0.9403 0.9403
Clusters 149-104-75-8 149-103-76-8 148-104-76-8 148-104-76-8 149-104-75-8 149-104-75-8

”Breast Cancer” dataset (nclust = 2)
Nswap 10 6 6 8 8 7
t(s) 0.0076 0.0050 16.6334 20.1386 20.2572 17.2017
R 0.4914 0.5338 0.5286 0.5338 0.5124 0.5019
Sdbw 0.7912 0.7857 0.7854 0.7857 0.7881 0.7895
AMI 0.4640 0.4973 0.4839 0.4973 0.4805 0.4722
SC 0.6973 0.6921 0.6911 0.6921 0.6952 0.6965
DBI 0.5044 0.5139 0.5154 0.5139 0.5087 0.5064
Clusters 438-131 430-139 429-140 430-139 434-135 436-133

Table 4.3: Validity indexes, main performance metrics and resulted cluster distributions for different
location parameter choices and tuning parameter setting (noteworthy results per row indicated by
bold).

From Table 4.3. it can be seen that the computational time for the k-MFVs algorithm
is much higher, however it cannot be directly compared, since it highly depends on the
implementation of the applied built-in functions. Therefore, the relative increase of the time
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required has been inspected as a function of dataset size and cluster numbers. According
to the results it is not straightforward to expect a time increment with increasing sample
size, rather the number of elements in each cluster plays an essential role. For the Ecoli,
which was the second largest investigated dataset we gained an order of magnitude smaller
computational times as in case of the Breast Cancer, while the k-Means and k-Medians
performed in the same order of magnitude, albeit these required somewhat better run times
as well. The latter data had only two relatively large clusters, while the former four clusters
out of which three were relatively small in cardinality. Therefore, k-MFVs is expected to
serve more cost-efficient result in case of large data sets with more clusters.

The calculation of the MFV values according to Eq. 2.7. and Eq. 2.8. are rather time-
consuming. Throughout our investigations the implementation was done in Python 3.7.13
within an Anaconda framework [R92], where the exit criterion from the iterative procedure
was established in ∆εmax < 10−5 – similarly, as in case of other presented prior applications
– for the dihesion values in two subsequent iterations. This is relatively strict, and its
necessity might be data dependent, therefore could be loosened up in order to gain significant
time reduction for the k-MFVs algorithm at the same clustering accuracy. For different
convergence trajectories of the MFV iterative algorithm in case of the Long Jump data set
see Fig. 4.12.

The number of centroid swap-s and data reassignments to the groups with cardinality
Nswap did not show significant variance in case of the algorithms. In case of the Wine dataset
the k-Medians required more swaps than required by the other algorithms, however in
general the k-MFVs resulted in swap numbers between the swap numbers of the k-Means
and k-Medoids. The k-Medians and k-MFVs needed approximately the same number of
swap-s for higher cluster numbers (n = 5, 6, 7), nonetheless k-Medians performed outstand-
ingly in this respect for the Ecoli at these cluster number choices. For instance for n = 7
(that is far from the optimal clustering setting) the k-Medians required only 5 swap-s, while
the k-MFVs 28 and the k-Means 30.

In higher dimensions data are hard to visualise and cluster validity indexes can be used
to rely on in order to control the resistance and robustness of the applied procedure in case
of specific data. By the investigation of these indexes different methods can be compared
and/or optimal cluster numbers can be sought.

Since noises and outliers might influence them even in cases when their presence does
not result significantly different groups, corresponding literature draws attention to the
possible dependence of such metrics on the selected clustering algorithms [R122]. As a
non-sensitive validity index to clustering algorithms the Sdbw metric has been selected that
has to be minimized in order to gain an optimal grouping [R123, R124].

Whereas the labelling information was also given for all the datasets Silhouette (SC)-,
Davis-Bouldin-indicies (DBI) were also calculated besides Adjusted Mutual Information
(AMI) [R109, R117] and Rand indices (R) [R110, R117, R125, R126] to compare the resulted
groups with the known labels. The SC- [R103], AMI- and R indices had to be maximized
while the Sdbw- and DBI [R106] metrics had to be minimized in the function of cluster
numbers (see Table 4.3.). Nevertheless, k-Medians and k-MFVs performed slightly better in
all the investigated cases at most of the parameter settings, k-Means were able to serve
with better results in case of Ecoli- and Breast Cancer data sets for DBI or SC, however the
differences could only be measured in the third digit.

The calculated validity indexes showed a rather uniform layout for the different cases.
This might indicate that the chosen data are not perfectly suitable for spherical partitioning
approaches in order to highlight advantageous properties of each investigated algorithm
setting. The emerged cluster sample sizes further support this statement. For the previously
known optimal cluster numbers the sample size distribution resulted to be approximately
the same for the Long Jump, Iris and Ecoli data sets. In case of Wine data k-Medians led to
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Figure 4.12: Typical trajectories towards convergent state of the Most Frequent Value and dihesion
in arbitrary cases.

more similar cluster distribution to the known one in alignment with the better validity
indexes. For the Breast Cancer data k-Medians and k-MFVs with k = 2 selection provided
the same accuracy.

The motivation for the robustified crisp-type algorithm creation was to further enrich
the selection of robust clustering methods with an alternative that do not expel any data
point by judging it as an outlier. Albeit no significant time improvement – compared to other,
from practical point of view proven algorithms – was achieved by the introduction of MFV
concept to k-Means like partitioning schemes, the resulted clusters are definitely expected
to be slightly different and more outlier resistant. Furthermore, different within-cluster
outliers can be identified via e.g.: robust Mahalanobis distances that can give additional
information during data acquisition steps. This is of paramount importance with regard
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to investigation of data of economic origin by breaking it down into smaller chunks via
clustering. In such cases every data point represent valuable information and by neglecting
them the variability of the data would be distorted and the derived results biased.



5
Economic Resilience of Small and
Medium-sized Enterprises

Thesis Group 3: Resilience investigations via non-parametric
hypothesis testing

Thesis 3
I have designed an indicator number for measuring economic
resilience of Small and Medium-sized Enterprises (SMEs) based
on fluctuations of their annual sales growth, which was used for
the classification of their reaction types to idiosyncratic shocks.
With non-parametric hypothesis testing I have demonstrated that
showing resilient behaviour is only relevant in the short term
regarding individual financial development.

Publications relevant to the theses: [T1, T7, T10, T11].

Thesis 3.1
Based on the proposed resilience indicator number via matched
pair analysis I have shown, that in short- and medium-term the
economic attributes of companies reacting resilient to idiosyn-
cratic economic shocks fall behind of those that had not suffered
any kind of previous shocks measured in the setback of annual
sales growth.

Publications relevant to the theses: [T7, T11].

Thesis 3.2
Via matched pair analysis, I have shown based on the available bal-
ance sheet-, income statement- and other metadata from Hungar-
ian SMEs, that gained experience of short-term successful shock
reactions does not influence their survival abilities. The transfer-
ability of experiences to the subsequent negative economic events
is restricted. However, by enabling longer-term shock reactions
the bankruptcy willingness decreases with the length of time en-
abled to bounce back from the economic shock.
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Publications relevant to the theses: [T7, T11].

Thesis 3.3
I have shown that the proposed sales growth based resilience in-
dicator number and corresponding classification of companies
can be extended to a continuous scale of economic shocks and
shock reactions, measured in the fluctuations of sales growth. The
proposed extension offers a possibility for the comparison of indi-
vidual observations regarding resilient characteristics. Further-
more, can characterize complete industrial branches regarding
resiliency within arbitrary time intervals with respect to their
shock reactions.

Publications relevant to the theses: [T10, T11].

Findings of the present thesis are based on the investigations of real-life annual balance
sheet- and income statement data of Hungarian SMEs. The utilized data constitute a
property of the Pannon Business Network Association (PBN), Szombathely1. Any distribution
request of the raw data has to be directed towards the managerial board of the organization.
The outlined chapter harnessed the accessed financial information in an anonym way and
agglomerative, population-level statements were depicted with a pure scientific objective.
The following analysis relied on non-parametric statistical tools together with machine
learning techniques that did not assume data normality and are less prone to the biasing
effect of outliers.

5.1 Overview of Related Literature

5.1.1 The Concept of Resilience and its Significance

Scientific interest in organizational resilience (or simply resilience) considering the be-
haviour and reaction of economic stakeholders against turbulent periods and crises has
gained substantial momentum in recent years due to the regrettable economic aftermath of
the Covid-19 pandemic. This negative economic impact is already affecting everyday life,
and it is not yet predictable what further effects are to be expected. Therefore, in order
to maintain macroeconomic stability and retain as many workplaces as possible economic
resilience is of utmost importance.

According to literature, the term resilience was first introduced in 1973 by Holling et
al. in an ecological aspect in order to characterize a system’s ability to restore its original
state after the occurrence of a negative disturbance [R127]. The pivotal question is how an
economic system could react in case of a sudden, unpredictable disturbance. The problem is
multifaceted. Albeit being an economic problem human-, technological-, process related-,
information related- and other micro- and macroeconomic factors might have a huge and
case-dependent influence [R128, R129].

Since the imminent disturbances (Black Swan, tail-event, or X-Event) are unpredictable,
in most of the cases there is no means of preparing directly to them. They can originate from
numerous sources, might have extreme low probability of occurrence but can also cause
significant losses with no theoretical upper bound (e.g.: once-in-a-century flood, Covid-19
pandemic etc.) [R130, R131, R132, R133].

1Internet availability of Pannon Business Network Association: https://www.pbn.hu/, accessed:
2023.10.05.

https://www.pbn.hu/
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In the following I will understand Small and Medium-sized Enterprises (SMEs) under the
term ”system” as the subject for further investigations. In this sense, resilience incorporates
the system’s flexibility, adaptability and efficacy properties, and it can be characterised
by the speed with which the system returns to its original, unperturbed state or by the
magnitude of the unexpected environmental perturbation the system can still absorb and
survive [R134]. Definitions can be found in the literature about economical resilience – or
more directly SME related resilience – already from the year 2000. Nevertheless, the huge
variety of definitions and the lack of exact mathematical interpretation due to imprecise
knowledge of the system and threatening risk factors makes SME resilience an actual
research field [R135, R136].

The term resilience originates in the Latin resilire that means leap back or rebound.
Therefore, the field of resilience tries to cover the ability of the flexible recovery of an entity
out of a disturbance may it be of any origin or nature [R137]. A huge amount of definitions
and approaches towards economic- and organizational resilience have been created [R127,
R138, R139, R140].

Companies were often viewed as standalone systems that have special properties that
may contribute to their resilience. However, in real life SMEs are in an interconnected
structure, and they are typically forming a part of a supply chain. They tend to outsource
activities like bookkeeping, consultations, IT maintenance, tax matters, benchmarks or
trainings, which next to the presence of a multi-layered supplier network supports the idea
of extending the resilience investigations to a broader environment [R141, R142].

Ruiz-Martin et al. [R143] interpreted resilience as an intermediary step in a four-level
resilience maturity model. In their view, depending on the development and abilities of the
organisation, the SME can be treated as a fragile, robust, resilient or antifragile system (see
Fig. 5.1.). The fragile system collapses right away a disruption occurs. The robust system
can tolerate stresses until a certain extent but eventually also collapses. A resilient system
not jut tolerates but also survives the turbulent period with manageable losses, while the
antifragile system not just survives the turbulent period but also makes advantage out of it
(e.g.: by innovations, new contacts, loss of competitors etc.). Therefore, in this context the
development goal of the resilient feature of SMEs is clearly selected and attention to a new
research area of the ”antifragility of SMEs” is also drawn.

Figure 5.1: Stages of four-level resilience maturity model [R143].

In case of a positive reaction to economic distress like antifragility, the goal is not just
restore the pre-crisis state but to create a new winning position [R130, R131, R133, R144,
R145]. By collecting corresponding best practices or strategies whole economies and thereby
regions could be strengthened in an era where economic turbulences are not expected as
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only occasionally occurring phenomena any more, but rather a regular part of the everyday
life (due to globalization, supply chain embeddings, outsourcing activities, usage of sensitive
technologies etc.) [R146, R147].

5.1.2 Connection of SME Resilience and Regional Economic Convergence

Economic resilience in terms of withstanding shocks is crucial for SMEs that are essential
for decreasing vulnerability in regions. SMEs can contribute to a broader local economic sta-
bility via providing jobs, goods and services also amongst unpleasant financial circumstances
thereby generating tax and income. Besides job retention, SMEs are important actors of
job creation in mordern economies. They continuously maintain tight connections with
suppliers, customers and other stakeholders in their reach, which community engagement
can collectively contribute to regional economic cohesion [R148, R149, R150]

Increase in number of smaller enterprises tends to support rather than retard economic
growth [R151, R152]. Their contribution is more expressed in case of emerging economies or
rural areas. In case of economic downturns or crises their locally stabilizing characteristic
comes to surface via sustained innovation, maintaining employment levels and consumer
spending, which promotes economic recovery and growth. [R153]

In terms of economic convergence, resilient SMEs can play the role of bridging elements
that can adapt knowledge and adequate practices from more advanced economies. This
helps less developed regions via knowledge transfer to catch up, promote internal growth
and reduce income disparities. Economic shocks directly affecting regional resilience and
convergence at the same time that might be due to that resilient SMEs often lead to more
stable and faster post-crisis recovery [R150, R154].

On the other hand, SMEs often prove to be more innovative than larger firms, which is
pivotal for faster productivity gains. This attribute assists competitiveness improvement in
lagging regions. Fostering SME resilience with proper policy insturments besides lowering
regional disparities can support regional economic convergence as well [R155, R154].

These research insights show that SME resilience is key to long-term economic recovery
and narrowing economic disparities, as these firms are many times more agile and respon-
sive to regional economic needs than larger firms. These qualities enable SMEs to support
balanced regional growth via smoothing economic fluctuations locally and contribute to
reducing the economic gap between urban and rural or lagging regions. Consequenty, under-
standing the key mechanisms that can lead to favourable shock reactions on corporate level,
building acceptable quantitative models based on real-life data or empirical investigations
is paramount and promoting the right policies is key for further regional growth and citizen
well-being.

5.1.3 Literature Aspects of Resilience

Most of the authors in reviewed literature agree that resilience is not just a static but rather
a time dependent attribute of an enterprise since resilience is the answer of the system
given to a disturbance by withstanding to the negative effects and by quickly returning to
stability [R156]. Such measure shall be at least monitored on a yearly basis in order to get
a picture of its evolution in time and time-dependent company data shall be investigated,
which incorporates recession periods in the enterprise’s life.

The time dynamic of the ”bouncing-back” phenomenon may depend on several factors
(e.g.: company size, type of industry, management decisions, preparatory actions etc.).
According to Erol et al. the definition of resilience in general can be phrased as the
whole of actions (preventive, defensive and restoring measures) taken before and during
the unexpected perturbation [R142]. Thus, in this concept the economic resilience of an
enterprise originates from this preparatory stage. This corresponds to the end-result of
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a planning activity rather than just a descriptive feature of the actual, static state of the
system.

A quite analogous approach is the usage of change management to describe resilience.
This involves the actions taken as a response to an event – let it be planned or unexpected
– and their efficacy as an important adaptation capability. It also characterises the level
of preparedness within the organisation and how fast it can reallocate its technical and
organisational capacities in order to withstand the changes. This sheds light on the in-
teresting property of resilience through the general experience of change management –
despite being led either by prescribed best practices or standardised procedures – that it is
a typical iterative process of trial-and-error phases with its unavoidable pitfalls. Therefore,
in this aspect, resilience is rather a result of a development- or learning process than just a
characteristic of a system [R157].

Erol et al. in [R134] divides the stages of the reaction to a disturbing phenomenon into
eight sections throughout which the companies resistance capability shall be monitored (see
Fig. 5.2.). These eight sections already begin with (1) the preparation to the event before
(2) the disturbance would occur. Thereafter, the first impacts in the company’s operation
can be observed and (3) initial measures are taken to soften the negative influences and
try to compensate back to the original state. Afterwards, in the presence of more severe
circumstances further (4) initial negative effects are observable and later the (5) full impact
unfolds itself. In the next stage the company begins to take measures to the (6) restoration
of the original state and (7) put the measures of restoration fully into effect. In the last
step the (8) long term results and end effects are to be observed that already belong to the
new stable state at the same or different level compared to the state prior to the disruptive
event.

Figure 5.2: Phases of a disruptive event viewed in the changes of ”hard performance data” as a
function of time [R142].

According to Supardi et al.[R158] there are three different approaches of resilience
corresponding to the time dependent dynamic of the ”bouncing back” phenomenon. In case
of perturbation and in business terms resilience shall be interpreted as crisis management.
These crisis management approaches are the proactive-, the adaptive- and reactive resilience.

Under proactive resilience the SMEs’ preparedness shall be understood, their special
business setting and crisis managerial mindset which can be applied under an unexpected
situation. This implies business continuity and is bonded to the skill of forecasting and
reacting to impacts that might harmfully influence the business processes.
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The adaptive resilience is interpreted as a surviving capability under changed circum-
stances, how tough the business processes of the SMEs’ are (e.g.: whether they can maintain
their business connections during the depression phase etc.). It also covers a learning
willingness and the ability to implement the lessons learned in order to boost development
and preparedness. This means a competitive and sustainable adaptation of new knowledge
in a turbulent working environment and the capacity to react to changes that – in case of
survival – generates motivation and innovation.

The reactive approach of resilience deals with the output side of the change management
process, and it is interpreted as the ability of the company to recover after the crisis and
consider this period as a learning possibility that helps the observed entity to renew and
restructure. Reactive resilience represents the SMEs’ ability to come out of the turbulent
phase stronger, can restore or even maintain their business processes by limiting and
absorbing the negative effects, thus they can still manage to carry out their business
priorities.

Vries et al. in [R159] pointed out, that the resilience of SMEs is also highly dependent
on the owners’ leading attitude and entrepreneurial skills which means further challenges
for analytical investigations of resilience.

Based on the work of [R160] economic resilience can be described in three different ways.
The engineering approach characterizes it with the speed with which the system can return
to its pre-crisis stable state. The ecological approach considers the absorption capability
of the organization before its structure would suffer changes, while the psychological- and
evolutionary approach understands the adaptation attribute of an economy under the term
resilience when perceiving a crisis and what kind of response it can give to it [R129, R161].

5.1.4 Prior Approaches Listed in Literature and Practical Difficulties of
Resilience Measurement

The time dependency of the recovery process can be quite diverse or even extreme. Some
companies may return to a stable position faster than others and this regained stability
might be at a different level compared to the pre-disturbance state. Therefore, questions
arise, how resilience shall be measured based on time dependent ”hard data” that might
mean any fiscal data (e.g.: annual revenue, net profit etc.) which were monitored throughout
the depression period [R142]. In case of investigating two different company’s descriptive
fiscal data (X) (see Fig. 5.3.), there can be different levels (XA, XB) of the same data and
having different time windows of the change in the values of X different relaxation dynamic
can be interpreted with different levels of stabilisation compared to the level at time T0. A
proper understanding of this dynamic is desirable, which can give an idea of standardisation
of time dependent descriptive data or based on their time behaviour the companies in our
focus can be segmented into different groups and investigated further separately.

Afgan et al. in [R162] proposed a method based on using ”hard data”. The authors
defined a resilience indicator number as a weighted sum of the time integrals of indicator
values that are monitored throughout the period of perturbation (see Fig. 5.4.). As indicator
values company profit, company income, final product price and company manpower were
considered:

R =

n∑
i=0

wi

∫ t=T1

t=T0

[
1− qi(t)

]
dt , (5.1)

where qi is the i-th monitored indicator and wi is an appropriate weighting factor. At this
point however, the selection of indicator values and weighting factors become problematic.
In practical cases subjective reasoning must be incorporated and the formula of Eq. 5.1.
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Figure 5.3: Different time dependent dynamic of the relaxation of a descriptive ”hard data” through-
out an economic depression period [R142].

might not be applicable for every industrial branch (e.g.: service sector with no products
produced), therefore generalizability might be restricted.

Figure 5.4: Sudden change in the ”j”th monitored indicator throughout a turbulent period. The
corresponding resilience metric is depicted from the hatched area [R162].

As a similar concept Coates et al. in [R163] calculated operational resilience from the
deviations of production capacity as a monitored indicator factor. The production capacity
loss (PCloss) was given by the area above curve integral over time. Then this loss was
expressed as the percentage of the total production capacity (PCnormal) – that would have
been without disruption – of the investigated time interval. Afterwards the resilience
indicator number was calculated as:

R = 1− PCloss

PCnormal
. (5.2)

The authors verified their model on simulated data, no real-life verification was presented,
however they highlighted that such methods cannot be applied in the lack of a turbulent
period and continuously monitored indicators.

Aleksić et al. [R135] investigated ”soft data” collected from senior managers via ques-
tionnaires and oral discussions. The importance and vulnerability of certain key areas
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were described by linguistic expressions on a Likert scale. They aggregated the individual
answers of the respondents – that had unequal importance in the group consensus – with a
fuzzy ordered weighted averaging operator (FOWA). The importance of the respondents’
answers were set based on their position in the company and compared to reference best
practice values from given industries. By setting up a fuzzy decision matrix, the method
could serve with simple values for resilience in a range of [0..1] for business processes and
for the organisation itself.

Jung et al. in [R164] presented a Cox regression survival analysis based on panel data.
Their focus was to verify whether R&D invests and innovative activities have a positive
effect on long-term survival. They used time-varying ”hard data” and dummy variables
depicted from statistical information to presume the presence of innovation or patents etc.
(e.g.: R&D activities were assumed in the presence of government or international funds).
Based on the presented model correlations between input factors could be investigated
together with the survival of companies that had been monitored through 5 years in case of
588 South Korean SMEs.

Sauser et al. in [R165] showed an agent based modelling approach to study the break-
down of a complete system of companies and thereby the resilience of communities and
regions. In their simulation SMEs were placed on a grid as abstract points and were
equipped with properties like resilience (whether they are able to reopen once), type of their
customers (local or global markets) and belonging threshold (how much they depend on the
state – open or closed – of the surrounding grid points). Although their model was initialised
by random numbers it showed that increasing the severity of the disturbance, after a tipping
point the whole system collapses due to the cascade-like failure of the interacting SMEs.
Such a model with real-life regional input data can serve with valuable information on
regional interconnectedness of SMEs and overall resilience of communities.

According to Somers [R166] there is only sense to interpret the level of resilience after
a disturbance occurred (if the company survived it). In his work a latent resilience – that
is not presently evident or realised – was estimated based on questionnaire data that
provided ordinal-type data on a five point Likert scale regarding factors that were assumed
to influence resilience (e.g.: goal-oriented solution seeking, critical situation understanding
etc.). Afterwards Pearson’s product-moment correlation coefficients, one-way ANOVA and
multiple regression methods were used to estimate influences of organisational behaviour
on resilience.

Crises typically increase spatial inequalities and can completely reshape total economies.
Furthermore, they can trigger resilient behaviour or eventually lead to the death of a
business organization, which means that the changing global circumstances often affect
economic actors sensitively [R167]. Smaller organizations or countries (e.g.: Singapore) are
more exposed to exogenous factors like restricted access to resources and knowledge [R168,
R169]. Crises affect companies in different ways both spatially and in time. External- and
internal factors may also contribute to deviations in economic performance. Therefore, it
would be favourable to characterize resilience of companies in a reproducible way that could
serve as a basis of comparison across various industrial branches, regions and countries as
well even in different time periods among diverse ambient conditions.

Although literature suggest various metrics for assigning resilient behaviour of orga-
nizations and authors highlight highly dissimilar properties that might have an influence
on company performance, there is still no consensus on a standardized indicator or math-
ematical definition that would fulfill every practical expectations [R127]. On the other
hand, several literature sources detail concepts of resilience and its measurement but fail to
provide financial hard data. Moreover, only few authors had the possibility to access larger
amount of longitudinal data that encompasses more than a decade out of various industrial
branches [R140].
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The approaches via questionnaires and/or identification of human- and company related
factors that are case specific, are many times subjective and therefore hard to be measured
in a general and reproducible way. This is also due to the problem that financial data are
rarely accessible in sufficient depth on the operation of economic organizations. Despite the
various studies and considerations most of the authors agree that a consensus should be
reached regarding the definition and measurement of resilience, since something that is not
measurable cannot be controlled [R128, R130, R146, R170].

5.1.5 Small and Medium-sized Enterprises, their Significance, Crisis Man-
agement

SMEs build the backbone of the economy of the European Union and this segment con-
stitutes approximately 99% of the total enterprises. More than two-third of the total
employment can be attributed to these enterprises which can continuously produce net em-
ployment increase. Thus, it is essential to further foster the growth of the SME sector that
contributes to the overall competitiveness of the economy [R171]. Likewise, to have a clear
understanding of the state of SME resilience and the factors affecting it, it is paramount
in order to support government decision makers in reallocating resources destined to the
sector in case of an economic depression [R165].

Due to different definitions of the SMEs around the globe there is a different scaling of
the companies, which makes the comprehensive definition of SME resilience subtle [R159].
Within the EU, the economic definition for SMEs specifies companies having less than 250
employees and less than 50 million EUR for annual turnover [R172]. For a more detailed
specification see Table 5.1.

SME category Staff size Annual turnover Annual revenue
Medium < 250 ≤ 50 m C ≤ 43 m C
Small < 50 ≤ 10 m C ≤ 10 m C
Micro < 10 ≤ 2 m C ≤ 52 m C

Table 5.1: The definition of the European Union Commission for SME categories, where annual
numbers are given in a million EUR [R173].

The turbulent environment caused by the continuously changing globalised market
results in different kinds of challenging situations in the life of an SME. These challenges
can be caused by economic recessions, crises (like the Covid-19 pandemic) or among others
by competitive changes in the market conditions like the emergence of new competitors, new
substituent products or the changing bargaining positions of suppliers and customers [R171].

The challenges that SMEs have to face can be either sudden that might cause big
disruptions in certain areas or even slow and insidious, which are hard to recognise in the
beginning but can still disrupt key areas and with time can cause cascading troubles. For
this reason, it is important to have a comprehensive picture on the linkages among different
operation areas and map their vulnerabilities, their exposure to failure in the presence
of perturbation, the potentially arising problems and their magnitudes in case of a total
failure [R162].

The last global economic crisis took place in 2008-2009, and it has had imbalanced
impacts on companies depending on their size with a long-term impact. The smaller SMEs
suffered more, they were affected more by market shrinkage and the bank loans were higher
for them because of the elevated risk compared to bigger companies. Therefore, they had to
make more employees redundant [R164].

Bhamra et al. in [R174] presented results from studies showing that nearly half of the
SMEs in the United Kingdom had absolutely no strategy in case of a business discontinuity.
While Chen et al. in [R175] concludes, that SMEs do not possess enough resources and
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personnel to review and map their improving possibilities, their operations are not trans-
parent enough. For this reason they are unable to get a proper view of their own status of
resilience.

According to literature, large companies have more formal crisis management frame-
works, while SMEs tend to apply more flexible approaches. They often lack human resources
that can be dedicated to crisis response activities or to strategy elaboration accordingly
in a properly documented manner. Instead, they tend to focus on more practical and
cost-effective approaches, like maintaining closer relationships with key stakeholders and
enhance collaboration with partners. Nonetheless, the ability of rapid decision-making and
changes in strategies can result pivotal advantages in crucial situations [R176].

It has to be noted though that crises can lead to innovation and resilient behaviour
among SMEs as they are forced to re-evaluate their strategies and make creative adjust-
ments. These adaptive strategies and resilience-building via developing the willingness for
learning and enhancing general organization-level adaptability can be a key for long-term
survival [R177, R178, R150].

Similar opinions have been outlined in [R179] and [R180], where authors emphasize
the usage of dynamic capabilities to respond to and recover from disasters. The ability of
quick reconfiguration of resources and to innovate make companies more capable to adapt
to crises. SMEs in an environment exerted to external shocks (e.g.: disaster, supply-chain
disruption etc.) can be treated as more resilient when they invest in resource management,
networking to utilize relationships with other businesses for shared resources and learning
processes that can also enhance the formation of more robust business models.

According to [R181] SMEs often experience crises as part of a broader cycle of change,
where each crisis serves as a potential turning point for innovation and transformation.
A successful crisis response should include learning from each disruption and can lead to
adaptation in business models, skill- and asset accumulation as well as reconfiguration in
everyday operations.

On the other hand however, others argue that planned risk management processes (e.g.:
diversifying suppliers, investments in demand forecasting, introduction of flexibility into
operations etc.) could significantly contribute to a better anticipation to disruptions and the
reduction of overall business vulnerability albeit can significantly foster long-term survival
capacities [R180].

Moreover, besides daily operation in a company with limited financial- and labour re-
sources and insufficient strategical thinking, the management is deprived of the possibility
of investigating the company’s resilience. In order to make the management interested in
investing into improving resilience simple and clearly understandable indicators shall be ex-
amined, otherwise there will be always some other activity that enjoys more priority [R182].

5.1.6 Prospects of Resilience Enhancement of SMEs

From the resilience point of view SMEs shall be treated together with their ambient partner-
system (business environment) that is also increasingly exposed to the changing constraints
due to globalisation. A greater emphasis shall be put on the training of human workforce
and forming of its resilient mindset, because the organisation can become resilient only
by the adaptation of proper business processes and by the adequate contribution of the
personnel [R135]. Similarly, Patriarca et al. in [R183] suggested SME resilience to be
depicted not from the characteristics of the company but rather than from the activities it
does.

SMEs are typically centralised organisations that only rarely practice business man-
agement processes or does not have a managerial layer at all. They are more influenced
by human factors of the decision makers’ side compared to the larger companies. Since
the majority of SMEs are family businesses, mainly the owners shall be incorporated into
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resilience enhancing activities like cooperation with local governments, universities and
chambers of commerce. Thereby, more favourable local strategies are to be expected that
can respond more adequately to the arising global challenges. [R141]

These companies are great knowledge generators, but poor in knowledge accumulation.
With adequate knowledge sharing and flexible treatment of workforce they would be able to
give more value to the company, explore customer needs more and retain them [R141].

This knowledge sharing could be utilized among several companies for instance in a form
of cluster cooperation. Such a goal oriented and focused business scheme fosters focused
business orientation by an interoperable collaborative structure and promotes mutual
confidence building. Taking part in such a strategic structure enables the partners to realise
mutual advantages that would be otherwise impossible. By working in a cluster scheme
the companies can share their knowledge, which can decrease uncertainty and business
risks. They can enter new markets with lower invests, increase their negotiation potential,
develop new products or compete even with larger firms [R156].

Cooperating in clusters can also contribute to communication with the actors of the
supplier chain. This is especially essential with an increasing company size, which – due to
the decrease in transparency – might imply further negative impacts on the overall resilient
behaviour of the company [R158].

The economic stakeholders are embedded in economic networks, where not just the profit
but also the risks are shared. The fall of individual elements might cause domino effects and
can jeopardize whole industries or local subsystems [R147, R184]. Therefore, creation of an
”early warning system” would be preferred, since a desired reaction to economic shocks is not
just company relevant but for regional economies as well. Such early warning systems have
already been elaborated regarding bankruptcy prediction in order to warn creditors and
decision holders years before a downturn. Authors report different promising classification
techniques regarding bankruptcy prediction (kNN, Random Forest, Logistic Regression,
SVM, Neural Network etc.) using balance sheet and income statement data [R185, R184,
R186, R187].

Traces for a similar, elaborated approach, based on utilization of balance sheet or
income statement data in order to create an early warning system for resilient behaviour
are extremely scarce in literature and a void can be detected. Although several concept
models are published with various metrics that are defined accordingly in order to measure
resilience, but mainly questionnaire information is evaluated [R128, R130, R131, R146].

5.2 Data Analysis

A unique longitudinal dataset has been analysed with a special emphasis on Hungarian
processing industry. This branch of industry contributes typically the most to the Hungarian
GDP, consequently it is in focus of high interest. The database contained annual balance
sheet and income statement information, data on employee numbers (in form of intervals
e.g.: 5-9, 10-25 etc.), industrial branch- and address information supplemented with his-
torical data on bankruptcy, merger and legal status. 26,783 different tax numbers were
incorporated within the time period of 2002-2020. According to the suggestions of Virág
et al. in [R188] only such companies were involved whose annual net income had at least
once exceed 100 million HUF2 and employed at least once 10 or more people throughout
their time series employment data, therefore dominantly SMEs were present in the data
pool. Albeit, the gathered data still contained stakeholders with sizes of a wide range this
measure was advised in order to filter out untrustworthy annual reports or periodically
operating smaller organizations at least to a certain extent.

2100 million HUF threshold was taken for the year 2020 and for previous years it had been compensated by
the corresponding annual inflation.
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Since during the investigated time period several changes took place in the Hungarian
economic administration these had to be synchronized. The industrial branch coding had
evolved and bankruptcies, company mergers and acquisitions etc. caused tax number
alterations. During the explanatory data analysis these anomalies were detected and
unified. All together 79 different NACE3 categories were present in the database (see
Fig. 5.6. and Table. 5.2.). The most stakeholders were present in the sectors of Manufacture
of fabricated metal products (25), Food production (10) and Manufacture of machinery and
equipment n. e. c. (28). For the time evolution of the number of employees see Fig. 5.5.,
where the ranges of employee numbers were unified and aggregated for those years when
data were accessible. For further calculations, the employee number were estimated as the
average of the interval limits given.

Figure 5.5: Number of employees in each year when it was applicable. Since ”from-to” intervals
were provided the aggregation was done accordingly.

Figure 5.6: Number of companies in different industrial branches.

The available address information was geocoded with the open source geopandas 0.8.0
python module that is the process of generating latitude and longitude coordinates and
generation of geographic position from addresses and names of locations [R88]. By visualis-
ing the data it can be seen that the whole country is ”covered” by observations, but local
condensations around bigger cities are prominent and the capital with its surrounding is
overrepresented compared to rural regions. The location data were also used to create new

3Standard classification for economic activities used within the European Union.
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NACE Count Branch of industry description
1 380 Crop and animal production, hunting and related service activities

10 3284 Food production
11 47 Manufacture of beverages
13 150 Manufacture of textiles
14 31 Manufacture of wearing apparel
15 417 Manufacture of leather and related products, footwear
16 1330 Manufacture of wood and of products of wood and cork, except furniture
17 132 Manufacture of paper and paper products
18 339 Printing and other reproduction activities
19 69 Coke production, petroleum refining
2 22 Forestry

20 232 Manufacture of chemicals and chemical products
21 78 Manufacture of pharmaceuticals
22 1555 Manufacture of rubber and plastic products
23 987 Manufacture of non-metallic mineral products
24 290 Manufacture of basic metals
25 4981 Manufacture of fabricated metal products
26 709 Manufacture of computer, electronic and optical products
27 548 Manufacture of electrical equipment
28 1827 Manufacture of machinery and equipment n. e. c.
29 629 Manufacture of road vehicles
3 3 Fishing, fish farming

30 179 Manufacture of other transport equipment
31 920 Furniture production
32 468 Other manufacturing
33 1215 Repair and installation of industrial machinery, equipment and tools
35 34 Electricity, gas, steam and air conditioning supply
36 321 Water production, treatment and supply
37 2 Sewage collection and treatment
38 28 Waste management
39 3 Decontamination and other waste treatment
41 182 Construction of buildings
42 90 Construction of other civil engineering projects
43 336 Special construction
45 258 Trade and repair of motor vehicles and motorcycles
46 1347 Wholesale trade, except of motor vehicles and motorcycles
47 591 Retail trade, except of motor vehicles and motorcycles
49 96 Land transport by pipeline
5 1 Coal mining

50 24 Water transportation
51 203 Air Transport
52 106 Warehousing and support activities for transportation
53 6 Postal and courier activities
55 23 Accommodation service
56 154 Hospitality

Table 5.2: Main NACE categories and their description for the investigated companies with the
corresponding number of occurrence among the instances.

variables regarding the level of urbanization proximity. On Fig. 5.7. the companies are
illustrated with different colouring according to their closeness to bigger cities or urbanized
locations with appropriate classification. In addition to the presence of the capital, the
proximity to ”Large Cities” (cities with county rights) and ”Bigger Cities” (district seats)
was identified. During further classification of company-year observations regarding levels
of resilient behaviours using Logistic Regression and Random Forest models, the generated
”urbanization closeness” served as a supplementary feature variable (see Section 5.5).
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Figure 5.7: Classification of Hungarian companies with shock information (setback of minimum
-10% sales growth at least once throughout their time series data) according to their geographical
closeness to urbanised regions.

5.3 Proposed Resilience Indicator Number

Since resilient attribute is in tight connection with economic performance, it shall be
investigated based on one or more performance indicators. Literature suggests several
financial performance metrics, however it also emphasizes that common financial ratios
(e.g.: Return on Equity (ROE), Return on Assets (ROA), Return on Investment (ROI) etc.)
can easily be biased [R189]. This is an inevitable consequence of the accounting policy
that gives certain freedom in bookkeeping that can cause ambiguity to statistical analyses.
Several authors point out that such traditional and widely used metrics can show opposite
behaviour when companies are in a growing phase in accordance with management decisions
(e.g.: ROE can increase and decrease due to different capital reallocations, investments or
change in capital structure of the company etc.) [R190]. Furthermore, in case of statistical
investigations regardless of the probably biased nature of such metrics ratios can show
unexpected unwanted behaviour, which can easily lead to artificial (otherwise non-existing)
correlations among variables and later on can lead to data-dependent, non-robust and
contradictory findings [R191, R192, R193, R194, R195].

In order to construct a widely applicable measure for resilience the sales growth of
each organization has been selected as a financial performance indicator that is often used
in corresponding literature [R196, R197, R198]. Sales growth as the relative change in
annual turnover can represent the market conditions of a company that can be affected by
changes in technology, emerging competitors, changes in customer requirements and habits,
macroeconomic crises (see Fig. 5.8.) and so on.

By deciding to utilize only one of the numerous possible financial indicators for charac-
terizing shock response processes definitely has to be noted among the limitations of the
investigations to be presented. However, the exclusion of possible biases enables repro-
ducible, objective calculations that can be extended sector independently to enterprises of
other countries as well, where highly interpretable results are expected from a practical
point of view and also firm connections to related literature can be established. Further
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extension of the indicator number to be proposed by involving other financial indicators
is about to form a basis of an extended future research with broader company related
considerations and the involvement of more in-depth business understanding on SME level.
However, due to the primarily methodological focus of the present work this lies outside of
the framework of my current investigations.

Figure 5.8: Application of sales growth in order to indicate macroeconomic crises (years of 2009 and
2020) among Hungarian SMEs of processing industry.

As being said, the sales growth based approach provides an opportunity to create
comparable results over different companies and industrial branches regardless of company
size and without the presence of unwanted interaction terms in further statistical analyses
thereby can provide a basis for standardisation. According to practical investigations
however, there are rapid fluctuations in the selected measure (see Fig. 5.9.) that makes
long-term investigations arguable, since there are technically no long-term steady states
and in many cases only few years separate the consecutive setbacks.

Figure 5.9: Annual sales growth values of 100 randomly selected companies (without first 3 years of
company data in order to eliminate initial high fluctuations attributable to startup of the enterprises).

Therefore, due to practical reasons we support short-term resilience investigations that
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fit real-life conditions more compared to long-term investigations, since the data at hand
do not support the analysis of long-term effects [R167, R197, R199]. On the other hand
the ”life” and behaviour of an SME is largely influenced by human factors (owner, CEO,
managers etc.), which cannot be extended to the long run.

According to literature, in the following resilience will be treated as a behavioural pattern
of an economic entity that is a rapid reaction and restructuring after an unpredictable
crisis phenomena and will characterize how successfully can the organization sort out
difficulties from one year to the consecutive one [R139, R167]. Moreover, the subsequent
analysis will connect to those studies that regard resilient behaviour as a reaction to a crisis
which means that only those entities can be considered as resilient that at least once in their
lifetime successfully survived a crisis [R200]. In the following an economic downturn will
be considered as a necessary prerequisite of resilience and therefore reactive resilience of
companies is analysed. The presence of a crisis will be measured in the setback of sales
growth and the minimum level of -10% setback in sales growth will be defined as a threshold
for detecting a crisis in the history of a company [R198, R201].

In order to construct an indicator number for measuring resilient behaviour that is
widely applicable and easy to interpret, the four-staged resilient maturity model defined
in [R138] is utilized. Nevertheless, the theoretical concept is extended with empirical
considerations. In short, we distinguish between fragile, robust, resilient and antifragile
companies based on the following criteria:

• Fragile:
R(yeari+1) < R(yeari) or

SG(yeari−1,i) > SG(yeari−1,i+1) > -100%

• Robust:
R(yeari) < R(yeari+1) < R(yeari−1) or

0% > SG(yeari−1,i+1) > SG(yeari−1,i)

• Resilient:
R(yeari−1) < R(yeari+1) < 2·R(yeari−1) or

100% > SG(yeari−1,i+1) > 0%

• Antifragile:
2·R(yeari) < R(yeari+1) or

SG(yeari−1,i+1) > 100%,

where R(yeari) denotes the annual revenue in year i, when the economic shock occurs,
while SG(yearj,k) denotes the sales growth from year j to year k. The outlined definition
implicitly assumes that R(yeari) < R(yeari−1), namely there is a certain level of setback due
to the disturbance. According to the response of the organization measured by its annual
revenue or sales growth – that technically represents its input in an economic aspect –
the classification regarding the time-dependent, annual ”crisis-reaction” can be done (see
Fig 5.10.).

This concept connects to those authors that regard resilient attribute as a short-term,
quick reaction and restructuring as a response to a disturbance. Thereby, reaction to idiosyn-
cratic economic shocks are characterized by a time-dependent, annual ”label”. Companies
for which it takes several years to reach their pre-crisis level regarding annual revenue
are not considered resilient in the given year. Organizations, which can be categorized as
resilient or antifragile can be denoted as ”one-year reactive resilient companies” (OYRRCs).
This concept is in alignment with everyday realistic expectations in the sense that shock
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reaction of companies is more interesting in the short-term, furthermore the access to
additional data and long-term stability in SMEs’ financial operation is of low probability.

Figure 5.10: Classification of companies based on time-dependent, annual ”crisis-reaction” with
respect to sales growth.

5.3.1 Further Extension Possibilities

Although the above definition is straightforward and simple, it still lacks the ability to
compare shock reactions of different companies to each other. Just about to survive a huge,
for instance -70% setback of annual sales growth in a robust way shall not be considered
immediately as a weaker reaction than coming out of a -12% setback in a resilient way.
A continuous resilience metric might be advantageous that not just considers the shock
reaction itself then the level of survived shock as well.

The available company-year observations with regard to the endured economic shocks
and the given reactions to it measured in sales growth can be visualised on a 2D scatter plot
according to Fig. 5.11., where the independent variable (x) is the sales growth between the
year of crisis and the preceding year while the dependent variable (y) is the sales growth
between the subsequent year and the year of crisis. The base year for calculating the
independent- and dependent values for visualising shock – shock-reaction pairs was yeari−1

i.e. the preceding year to the idiosyncratic shock of a given entity that is technically a sweep
parameter of the company-year observations.

The red dots in Fig. 5.11. correspond to observations where at least -10% shock took
place, therefore correspond to a shock reaction and are of special interest of the present
investigation. To these fragile / robust / resilient / antifragile shock reactions a continuous
resilience metric can be assigned that needs to fulfill the following criteria:

1. The f(x, y) resilience metric shall be a continuous function of x = SA(yeari−1,i) and
y = SA(yeari−1,i+1), where (x, y ≥ −1).

2. f(x, y) ≥ −1, that means that to the least non-resilient behaviour −1 is assigned
(typically bankruptcy), while no upper limit of resiliency is defined since in theory
unbounded post-crisis increase is possible.

3. If x = 0 and y = 0 ⇒ f(x, y) = 0, that is in steady conditions the resilience metric is
defined to be zero.



89 5.4. MATCHED PAIR ANALYSIS FOR SHOCKED AND UN-SHOCKED COMPANIES

Figure 5.11: Relation of two years sales growth to the ”simple” sales growth measured from the
same base year.

4. If x = const. and y1 > y2 ⇒ f1(x, y) > f2(x, y), that is larger post-crisis developments
should be rewarded at the same shock levels.

5. If y = const. and x1 > x2 ⇒ f1(x, y) < f2(x, y), that is surviving more severe shocks
should be rewarded at the same post-crisis development levels.

In theory several continuous functions might satisfy the above conditions. In order to
fulfill the above requirements a simple logarithmic function can easily be constructed that
can suppress the atypical outstanding shock reactions (see Fig. 5.12.):

f(x, y) =
ln(y + 2) · ln(−x+ 2)

ln2(2)
− 1 (5.3)

The formula of Eq. 5.3. is applicable for comparing shock-reactions of companies where
only annual financial data are available. Fig. 5.12. also illustrates the domains suggested by
the four-level resilience model for classification of the company-year observations where an
economic shock occurred in the preceding year. Thereby whole industrial branches can be
compared to each other with regard to idiosyncratic shock reactions by observing cardinality
of observations within specified time limits in each class and the distribution of data can be
used as well, where for instance the comparison of robust location and scale parameters of
distributions might be applicable.

5.4 Matched Pair Analysis for Shocked and Un-shocked Com-
panies

Results detailed in the present section directly build upon the the rich, longitudinal dataset
on Hungarian processing industry described in Sec. 5.2. and shock reaction to economic
disturbances are analysed according to the resilience indicator number definition provided
in Sec. 5.3. As a minimum of setback in sales growth for the identification of an economic
shock in the history of a company -10% was defined in accordance with literature suggestion.
The geographical distribution of SME headquarters with and without the resulted shock
information throughout their lifetimes is depicted on Fig. 5.13.

For further investigations companies with sufficiently long financial history were filtered
out and rapid fluctuations belonging to company starting periods (start-up phase) were
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Figure 5.12: Proposed logarithmic function given in Eq. 5.3 as a continuous resilience metric option
for enabling the comparison of companies’ shock reactions.

Figure 5.13: Headquarters of investigated processing industry stakeholders. The companies that
had at least once more than a -10% sales growth drop in their lifetime are marked with red.

also omitted. Therefore, only companies without their first 3 years of financial data and at
least with 5 existing financially closed fiscal year were investigated. This led to a dataset of
25,889 different tax numbers and 301,684 country-year observations out of which 40,695
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showed a shock reaction to a setback worse than -10% in the measured sales growth.
By investigating changes in sales growth the annual shock phenomena experienced

by companies can easily be determined. This enables the identification of annual crises
during the operation of the companies regardless their origin or type (e.g.: caused by
macroeconomic situation, human factor, market condition etc.), however the real occurrence
of economic crisis and the realization in fiscal data are not necessarily coincident. For
instance the global economic crises of 2008 made its highest impact regarding economic
setback measured in sales growth (see Fig. 5.14. and Fig. 5.15) in 2009, however regarding
employee numbers 2010 resulted to be the worst year in general. These visualisations
enable us investigations independently of firm size and industrial branch (but with optional
incorporation possibility). Moreover, the level of shock, that the organization had to undergo
can be further characterized [R198].

Figure 5.14: Number of companies that suffered a certain level of shock in each year measured by
the setback of their sales growth.

The number of organizations can be similarly determined in each year that managed to
successfully come out of a financial distress measured by the setback in sales growth. In
Fig. 5.16. the total number of resilient and antifragile companies are aggregated to different
shock levels. These numbers aggregate the company-year observations in each year of the
investigated time period when an organization could respond positively to a shock in the
consecutive year in accordance with Fig. 5.10.

The presented classification based on the crisis reaction measured by sales growth
evolution enables the characterization of the various annual crisis responses of the whole
population, namely the Hungarian processing industry. Fig. 5.17. shows the fourfold
classification of the industry members on annual basis. Nevertheless, Fig. 5.14., 5.16. and
Fig. 5.17. give an insight into crisis related behaviour of the total population concerned
that demonstrates less dependence on macroeconomic crises. Individual, company-specific
crises can take place independently of global turbulences as well, however they are most
probably influenced by them. For this reason, the crisis-influence and shock-response layout
(see Fig. 5.18.) as an additional important aggregation of the resulted time-dependent
classification data should be generated.

On the resulted shock-response layout the top-left corner compresses those occasions
when the investigated actors reacted poorly even to small disturbances, while the bottom-



92 5.4. MATCHED PAIR ANALYSIS FOR SHOCKED AND UN-SHOCKED COMPANIES

Figure 5.15: Relative changes in annually reported average employee numbers of NACE categories
with the highest cardinality.

Figure 5.16: Number of companies that could manage their annual crisis in a resilient or antifragile
way at a certain level of shock measured by the setback of their sales growth.

right corner represents the occasions of powerful- and effective reactions even for extreme
negative impacts. The thorough investigation of the happenings aggregated in this section
of the heatmap might contribute to the understanding of the general, fundamental factors of
organizational resilience, however due to further company specific information it is beyond
of the possibilities of the present research.

It might be not superfluous to note that on such aggregated visualisations (see Fig. 5.14.,
Fig. 5.16., Fig 5.17. and Fig. 5.18.) each processing industry member can be present more
than once, since throughout their lifetimes companies might be exposed to economic shocks
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several times.

Figure 5.17: Annual characterization of the Hungarian processing industry via the improved and
data-customized fourfold resilience maturity model.

Figure 5.18: Crisis-influence and shock-response layout for the investigated time period at given
shock levels.

5.4.1 Hypothesis testing and pair matching procedure

In order to collect best practices regarding shock preparation and survival the quantitative
identification of favourable shock reactions (resilient and antifragile) is necessary. For this
purpose the generated ”resilience history log” of the companies, as a classification enables
the comparison of resilient and antifragile companies with those that have never had to
face any economic disturbance greater than -10% during their lifetimes [R201].

In the present subsection the following seven hypotheses will be examined that – in
accordance with overall literature attitude towards organizational resilience – assumes that
companies that managed to successfully survive an economic downturn might learn from
the gained experience and prosper later on:

H1: Companies being resilient once lives longer, than companies that have never
faced any shock.

H2: Companies being resilient once have higher annual net revenue in the long
run, than companies that have never faced any shock.

H3: Companies being resilient once develop better regarding employee number
in the long run, than companies that have never faced any shock.
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H4: Companies being resilient once could cope with the next shock better, than
non-resilient ones.

H5: Companies being resilient once have less probability of going bankrupt, than
companies that have never faced any shock.

H6: Companies being resilient once have higher sales growth in the subsequent
years of the shock, than companies that have never faced any shock.

H7: Companies being resilient once have less equity-to-asset ratio, than compa-
nies that have never faced any shock.

In order to alleviate problems caused by missing data and the non-normal behaviour
of the outlying distributions matched pair analysis was employed in a quasi-experimental
setup that treated the economic shock as a treatment on each individual. In the matching
procedure a similar process has been followed as it is outlined in [R198]:

• The members of each pair were selected randomly

• Each member within a pair were of the same industrial branch (same main NACE
coding)

• Each member within a pair were of same size regarding employment categorization

• Before the year of shock the members had never had any other shocks

• Regarding revenue the difference between members were less than 10% in the year
after the shock (when the resilient attribute manifested)
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Hypothesis N t-values W-values Mean
(resilient/control)

Median
(resilient/control) χ2 (Df=1) Odds ratio Decision

H1 1349 -0.597 (0.275) 12559 (0.036) 5.8/5.9 (years) 6.0/6.0 (years) N.A. N.A. Rejected
H2 (∆t=2) 1161 -2.823 (0.002) 184387 (0.000) 320.1/395.2 (M HUF) 129.5/179.3 (M HUF)

N.A. N.A.

Rejected
H2 (∆t=5) 766 -5.564 (0.000) 51920 (0.000) 331.5/550.9 (M HUF) 125.1/246.5 (M HUF) Rejected
H2 (∆t=7) 530 -5.892 (0.000) 24692 (0.000) 482.1/721.5 (M HUF) 134.6/314.3 (M HUF) Rejected
H2 (∆t=10) 225 -4.788 (0.000) 4170 (0.000) 490.3/1008.5 (M HUF) 187.5/415.9 (M HUF) Rejected
H3 (∆t=2) 1164 -1.121 (0.131) 64034 (0.000) 18.2/20.8 (-) 7.0/14.5 (-)

N.A. N.A.

Rejected
H3 (∆t=5) 769 -4.212 (0.000) 28920 (0.000) 17.4/25.4 (-) 7.0/14.5 (-) Rejected
H3 (∆t=7) 531 -2.906 (0.002) 11839 (0.000) 20.4/30.8 (-) 7.0/14.5 (-) Rejected
H3 (∆t=10) 228 -1.841 (0.033) 2351.5 (0.000) 27.8/42.2 (-) 14.5/34.5 (-) Rejected

H4 104 N.A N.A N.A N.A 0.095 (0.758) 1.153 (0.759) Rejected
H5 345 N.A N.A N.A N.A 0.120 (0.729) 1.198 (0.729) Rejected

H6 (∆t=1) 1059 -6.468 (0.000) 177337 (0.000) 6.0/20.5 (%) -1.9/11.6 (%)

N.A. N.A.

Rejected
H6 (∆t=2) 1048 -2.761 (0.003) 203523 (0.000) 12.8/19.3 (%) 3.3/13.1 (%) Rejected
H6 (∆t=3) 1012 -3.431 (0.000) 188676 (0.000) 10.9/18.4 (%) 2.9/11.3 (%) Rejected
H6 (∆t=5) 767 -2.880 (0.002) 111607 (0.000) 10.0/16.8 (%) 5.1/10.5 (%) Rejected
H6 (∆t=7) 530 0.471 (0.681) 60264 (0.002) 14.2/12.6 (%) 4.7/8.9 (%) Rejected

H6 (∆t=10) 228 0.186 (0.574) 11559 (0.067) 4.7/4.0 (%) -0.6/4.8 (%) Failed to
reject

H7 (∆t=2) 1095 4.201 (0.000) 345400 (0.000) 0.6/0.5 (-) 0.6/0.5 (-)

N.A. N.A.

Rejected
H7 (∆t=5) 730 3.975 (0.000) 157209 (0.000) 0.6/0.6 (-) 0.6/0.6 (-) Rejected
H7 (∆t=7) 506 4.415 (0.000) 78097 (0.000) 0.6/0.6 (-) 0.6/0.6 (-) Rejected
H7 (∆t=10) 220 3.979 (0.000) 15914 (0.000) 0.7/0.6 (-) 0.7/0.6 (-) Rejected

Table 5.3: Corresponding statistical test results applied for testing each hypothesis with different time shifts measured from the date when each company
showed resilient attribute (∆t = 0 corresponds to the first year after the shock phenomenon).
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In case of testing H4, fragile and robust companies have been selected into the control
group, while in the other cases companies that have never faced a shock greater than
-10% throughout their lifetimes. According to Shapiro-Wilk tests, all the resulted sample
distributions proved to be non-normal. Therefore, besides the one-tailed 2-sample t-tests,
one-tailed Wilcoxon signed-rank tests (W-values) were also calculated in order to check the
validity of the assumptions4. For H4 and H5 χ2 statistics were calculated with corresponding
odds ratios. In Table 5.3. besides sample sizes (N) appropriate statistic values are given
to different time shifts measured from the first year after the economic shock when the
surviving items could show their resilient attribute. Furthermore, – where it was applicable
– the mean and median values within the treated- and control groups are also listed to
further support the decisions in each case.

Although, literature towards being resilient suggested a positive attitude, according
to the results of match-pair analysis being resilient in the long-run does not necessarily
mean any competitive advantage. On the contrary, resilient companies seem to be less
viable and being resilient once does not mean being more resistant against future economic
turbulences that might be of various origin either. Therefore, the present results do not
contradict to the findings of [R198] where shocked companies turned out to be more prone to
bankruptcy and future financial difficulties. Nevertheless, resilient companies as a subset
of shocked economic stakeholders possess unique characteristics and significantly do not
show higher chance to go bankrupt as non-shocked pairs within the control groups. Their
performance seem to lag behind in the post-shock years.

Consequently, results suggest that despite surviving crises successfully, resilient compa-
nies loose economic performance and momentum that can be seen in 5-10 years perspective.
This is in contradiction to everyday assumptions, since successful crisis management implies
a lag compared to control group members. Nevertheless, it has to be emphasized that in
the short-term, proper crisis reaction is inevitable for survival and long-term operation.
Therefore, it is key to any further development perspectives and for the retrieval of work-
places, which also has numerous beneficial effects on regional level. The main message of
the findings, that policymakers should consider resilient organizations as ”wounded” in an
economic sense and despite their momentary success their operation shall be monitored and
in case of national economic interest prompt resources should be allocated to avoid fallback
and to clear obstacles in the path of individual and regional economic growth.

5.5 Prospects of an ”Early Warning System” for Resilience

The ultimate goal of resilience research would be to identify certain patterns of resilient
companies as well as their time dependent reaction to crises and based on the gained
relationships the creation of an ”early-warning system” in order to direct economic actors
towards a resilient way of crisis management [R202]. However, the scope of obtainable
data on companies is relatively narrow and there are only few publications that report
comprehensive analysis on longitudinal data gathered from industrial branches with a wide
scope [R140].

In order to obtain such a system, predictive models shall be constructed. According to
literature, classification models can be an alternative for this purpose that have already
shown promising results in the field of bankruptcy prediction. Albeit, in case of bankruptcy
prediction models primarily utilize balance sheet and income statement information like-
wise the goal is fundamentally different. In case of bankruptcy, the company tends towards
its end-state, which – according to various literature sources, listed among others in Subsec-
tion. 5.1.6. – can be at a certain extent predicted already in a 3-years distance. Of course,

4In case of contradiction, the results of the Wilcoxon signed-rank tests were taken as normative.
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models and results show great variability corresponding to the outlying data, therefore
analyses should be regarded rather case-specific than generalizable for wider population.

In case of predicting resilient behaviour the problem in mathematical sense is relatively
similar, therefore the analogy is quite straightforward. Nevertheless, in case of bankruptcy
prediction we speak about a process, for ”resilience prediction” a swift reaction to an
unpredictable negative deviation in financial variables is sought. Therefore, it is not evident
whether the time dependent company data extended with their metadata on industrial
branch and geographical location contains the necessary information on predicting the
labels of the company-year observations, labelled according to the constructed qualitative
definition of resilience (see Sec. 5.3.). Moreover, for bankruptcy prediction more financial
variables might tend towards a negative direction, while in our case only the sales growth
data serves as a basis for the labelling process of each company-year observation.

To attempt the creation of a resilience prediction model, three cleaned datasets have been
prepared from the original data sources. The first one contained those financial variables
that were already involved in the balance sheets and income statements in raw form (Data_-
1). Each company-year observation contained data 4 years ahead to the idiosyncratic shock
of the company (years ”i-4”, ”i-3”, ”i-2”, ”i-1”), the year of the shock occurred (year ”i”) and a
label according to the data of the consecutive year of the shock (year ”i+1”, see Fig. 5.10.).

The considered financial variables were: (1) Net sales, (2) Operating income, (3) Profit
after tax, (4) Fixed assets, (5) Current assets, (6) Liabilities, (7) Inventories, (8) Liquid assets,
(9) Shareholders’ equity, (10) Current receivables, (11) Current liabilities, (12) Long-term
liabilities and (13) Profit or loss of the year.

The second constructed dataset contained derived financial ratios based on the above
listed ones that are generally advised and used in bankruptcy prediction analyses [R188]
(Data_2). Finally, the third dataset contained transitions of the raw financial variables from
one year to the subsequent one in form of relative changes (Data_3). The variables of the
three datasets were not mixed or pooled to a common dataset in order to avoid expressed
multicollinearity. Missing values were handled by the Multiple Imputation using Chained
Equations (MICE) algorithm.

Besides the employment data that represented the ”size” of the company, other proxy
variables were generated and included like the ”closeness to urbanized regions” (see Fig. 5.7.,
where surroundings of urbanised regions were defined with a 10km radius). The ”age at
crisis” variable was added in years dimension, the level of shock in percentages and the
overall tendency of development in terms of net income of the companies were brought into
the analysis in form of:

• Number of crises before: Number of crises deeper than -10% in the preceding 3 years
to the given year when the actual crisis is investigated.

• Effect of crises before: The sum of the negative sales growth drops of the occurrent
crises in the preceding 3 years (provided in percentage dimension) to the given year
when the actual crisis is investigated.

• Overall development before: Average development based on annual sales growth rates
taken the year ”i-4” as a base year. Since annual sales growth values can have large
values the one-year-, two-years-, three-years sales growth values measured from the
base year of ”i-4” were averaged as:

(SG(yeari−4,i−3) + SG(yeari−4,i−2)+

SG(yeari−4,i−1))/3,
(5.4)

where two-years- and three-years sales growth values measured from the base year of
”i-4” can be calculated from the annual values as:
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SG(yeari−4,i−2) =(SG(yeari−4,i−3) + 1)·
(SG(yeari−3,i−2) + 1)− 1

(5.5)

SG(yeari−4,i−1) =(SG(yeari−4,i−3) + 1)·
(SG(yeari−3,i−2) + 1)·
(SG(yeari−2,i−1) + 1)− 1

(5.6)

The aim of the classification purpose is to create a model that is able to predict the
shock response of the company in year ”i+1”, after the shock. Therefore, the three datasets
(Data_1, Data_2 and Data_3) were built up so that they contained the variables of the three
preceding years as distinct feature vectors.

Logistic regression (LR) and Random Forest (RF) models had been used in order to
classify labelled company-year observations regarding shock reaction. Because the variables
showed non-normal distributions, for each dataset in case of collinearity questions the
Mann-Whitney U-statistic had been calculated to select the more important variables to
keep. (By this means it could be seen that the binary variable, which labelled the companies
corresponding to their within city location has a significant effect on the classification, while
the ranking of companies based on their vicinity to urbanized regions has less significant
effect.)

The most important parameters of each dataset and the results served by the RF- and
LR models are listed in Table 5.4. At each classification performance metric the mean values
and standard deviations are provided that were gained on the test sets by performing a
10-fold cross validation.
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Classification Results for Resilient + Antifragile Observations

Data Info Random Forest Logistic Regression

No. of
Samples

No. of
Variable

No. of
Missing

Data

No. of
True

Labels

No. of
False

Labels
AUC f1 Score Recall Precision Accuracy AUC f1 Score Recall Precision Accuracy

Data_1 40,695 60 36,728 8774 31,921 0.75 ±0.02 0.48 ±0.02 0.55 ±0.04 0.42 ±0.01 0.74 ±0.01 0.64 ±0.01 0.36 ±0.02 0.43 ±0.03 0.31 ±0.01 0.67 ±0.01

Data_2 40,695 132 115,660 8774 31,921 0.67 ±0.01 0.39 ±0.01 0.44 ±0.02 0.34 ±0.01 0.70 ±0.01 0.48 ±0.02 0.28 ±0.02 0.45 ±0.09 0.20 ±0.01 0.50 ±0.05

Data_3 40,695 48 74,950 8774 31,921 0.74 ±0.01 0.46 ±0.02 0.49 ±0.03 0.43 ±0.02 0.75 ±0.01 0.57 ±0.01 0.34 ±0.01 0.50 ±0.06 0.26 ±0.01 0.58 ±0.04

Classification Results for Antifragile Observations

Data Info Random Forest Logistic Regression

No. of
Samples

No. of
Variable

No. of
Missing

Data

No. of
True

Labels

No. of
False

Labels
AUC f1 Score Recall Precision Accuracy AUC f1 Score Recall Precision Accuracy

Data_1 40,695 60 36,728 1053 39,642 0.88 ±0.02 0.30 ±0.05 0.41 ±0.09 0.25 ±0.05 0.95 ±0.01 0.78 ±0.04 0.14 ±0.03 0.36 ±0.05 0.08 ±0.02 0.88 ±0.02

Data_2 40,695 132 115,660 1053 39,642 0.83 ±0.02 0.21 ±0.04 0.28 ±0.05 0.17 ±0.04 0.94 ±0.01 0.53 ±0.03 0.05 ±0.01 0.35 ±0.08 0.03 ±0.00 0.67 ±0.05

Data_3 40,695 48 74,950 1053 39,642 0.84 ±0.01 0.20 ±0.06 0.21 ±0.08 0.22 ±0.09 0.96 ±0.01 0.61 ±0.04 0.06 ±0.00 0.63 ±0.09 0.03 ±0.00 0.53 ±0.07

Table 5.4: Dataset info and metrics for classification performance evaluation for resilient + antifragile and for antifragile shock-reactions.
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According to the results the RF models performed better than the LR. The RF models
could serve with AUC>0.7 scores in some cases that can be a reason for hope considering
similar analytical approaches in the field of economic resilience related studies. Never-
theless, beyond analysing observations that proved to be resilient in our approach, the
antifragile subset of these observations could be classified with the same methods with
higher AUC scores (see Fig. 5.19).

Unfortunately, it has to be noted that considering only the antifragile company-year
observations the datasets to be classified became much more imbalanced. This can also
be tracked in the deteriorating f1-scores compared to the classification of the resilient and
antifragile company-year observations [R203]. This sheds light on the limitations of the
present definition and classification attempt or on the possibilities that balance sheet and
income data can offer for predicting resilient and/or antifragile shock reactions of economic
organizations.

Figure 5.19: Receiver Operator Characteristics of 10-fold cross validation with the corresponding
Area Under Curve Values for Data_1 classifying ”Antifragile observations” with Random Forest
technique.

As a conclusion it can be summarised that the range of accessible data in the present case
with the applied methodology proved to be unsatisfactory for the prediction of resilient shock
reactions based on the used Resilience Indicator Number. However, similar to bankruptcy
prediction models, several variable combinations can be conceived and other indexes – even
based on other economic or literature considerations – can be applied. Furthermore, the het-
erogeneity of the data could be restricted by applying machine learning based classification
techniques to individual industrial branches or based on further considerations.

5.6 Improvement Opportunities by Examining Long-term Re-
silience

Although the view of one-year resilience is inspired by practice and seems to be a logi-
cal choice for shock-reaction evaluation it may also be interesting and perhaps not less
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practically relevant to analyse longer term shock reactions.
For this purpose the present section aims the extension of the Resilience Indicator

Number proposed in Sec.5.3. by considering shock reactions that allow a bouncing back
effect 2,3 or 5 years after the shock occurrence instead of restricting itself only for the
subsequent calendar year. Thereby an extended reaction to the idiosyncratic shocks can
be observed. Longer time periods – albeit could be interesting to view – were omitted due
to the length of the available time series and the possibility of further fluctuations within
the sales growth within the selected time frame that could question the relevance of the
reaction time stretching. The proposed extension of the previously used concept based on
annual sales growth fluctuations for investigating prolonged economic shock reactions is
sketched on Fig. 5.20.

Figure 5.20: Extension of the one-year Resilience Indicator Number by allowing longer term (2, 3
and 5 years) shock reactions.

Accordingly, the hypothesis testing outlined in Subsec. 5.4.1. could be repeated straight-
forwardly.

By expanding and somewhat relaxing the formerly applied resilience indicator number,
I have broadened the scope of resilient firm-year observations to include three additional
similar data sets. The hypothesis tests have been conducted analogously on these data sets
as well as had been formulated in the earlier stages of the research. These tests largely
yielded results consistent with previous findings, wherein resilient behaviour was examined
based on financial indicators from the first year following the crisis year. Accordingly,
the matched-pair analysis indicated that companies that endured a crisis exhibited long-
term lag relative to control group companies of similar size and revenue in the crisis year,
which did not experience crises in that year. Regarding subsequent crisis management and
growth potentials, I similarly observed no positive differences between companies capable
of positively responding to shocks and their control pairs.

However, I did observe a deviation in one hypothesis. This concerned the likelihood of
bankruptcy for companies that underwent a crisis and responded well. While short-term
successful crisis responses did not indicate a lower probability of subsequent bankruptcy
compared to control companies, this became increasingly evident over 2-, 3-, and 5-year time
horizons for successfully responding companies, according to the calculated Chi-squared
statistics and odds ratios (see Table 5.5., 5.6. and 5.7. In other words, companies that
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performed well according to the relaxed indicator showed a kind of long-term, persistent
resilience, appearing more intent on keeping the companies alive, which aligns better
with the everyday notion of crisis resilience and was not observable in case of using the
short-term, one-year resilience indicator.

Thus, the logical economic narrative derived from the subjective behaviour of individual
companies – which cannot yet claim objective analysis from large-scale data – does not
seem entirely unfounded. This suggests that crisis resilience is economically important and
advantageous from all perspectives. Nevertheless, my previous analyses did not support
this, as I had previously determined that the examined population of domestic small- and
medium-sized manufacturing sector enterprises exhibited lag and required external support
and nurturing. However, the current extension for prolonged crisis management, beyond
the (at least short-term) retention of jobs, highlights the long-term ”survival” of suitable
companies, which is also a significant economic factor through the retention of jobs.



103
5.6.IM

P
R

O
V

E
M

E
N

T
O

P
P

O
R

T
U

N
IT

IE
S

B
Y

E
X

A
M

IN
IN

G
L

O
N

G
-T

E
R

M
R

E
S

IL
IE

N
C

E

Hypothesis N t-values W-values Mean
(resilient/control)

Median
(resilient/control) χ2 (Df=1) Odds ratio Decision

H1 2180 0.443 (0.671) 40746 (0.865) 5.5/5.4 (years) 5.0/5.0 (years) N.A. N.A. Rejected
H2 (∆t=2) 1847 -2.374 (0.009) 541614.5 (0.000) 346.9/396.5 (M HUF) 145.6/190.5 (M HUF)

N.A. N.A.

Rejected
H2 (∆t=5) 1189 -5.545 (0.000) 143657 (0.000) 377.2/568.9 (M HUF) 147.3/270.8 (M HUF) Rejected
H2 (∆t=7) 750 -6.399 (0.000) 47620 (0.000) 414.9/714.5 (M HUF) 165.1/350.1 (M HUF) Rejected
H2 (∆t=10) 151 -3.344 (0.000) 1866 (0.000) 513.2/968.8 (M HUF) 174.1/489.3 (M HUF) Rejected
H3 (∆t=2) 1846 -0.655 (0.256) 187304.5 (0.000) 19.8/20.8 (-) 14.5 / 14.5 (-)

N.A. N.A.

Rejected
H3 (∆t=5) 1191 -4.551 (0.000) 71072.5 (0.000) 20.3/28.9 (-) 14.5 / 14.5 (-) Rejected
H3 (∆t=7) 753 -4.380 (0.000) 26705.5 (0.000) 22.9/34.5 (-) 14.5 / 14.5 (-) Rejected
H3 (∆t=10) 152 -2.669 (0.004) 1373.5 (0.000) 22.9/39.0 (-) 14.5 / 34.5 (-) Rejected

H4 92 N.A. N.A. N.A. N.A. 0.457 (0.499) 1.332 (0.499) Rejected

H5 49 N.A. N.A. N.A. N.A. 7.642 (0.005) 0.488 (0.005) Failed to
reject

H6 (∆t=1) 407 -4.148 (0.000) 24655 (0.000) 6.3 / 22.8 (%) -3.6 / 11.1 (%)

N.A. N.A.

Rejected
H6 (∆t=2) 468 -3.988 (0.000) 33954 (0.000) 10.6 / 24.5 (%) 0.9 / 14.8 (%) Rejected
H6 (∆t=3) 515 -2.721 (0.003) 49121 (0.000) 13.9 / 22.8 (%) 4.7 / 13.9 (%) Rejected
H6 (∆t=5) 536 -0.301 (0.382) 64237 (0.016) 18.8 / 19.9 (%) 8.2 / 11.5 (%) Rejected
H6 (∆t=7) 410 -0.292 (0.385) 37868 (0.038) 10.3 / 11.2 (%) 5.3 / 8.8 (%) Rejected
H6 (∆t=10) 80 0.396 (0.654) 1373 (0.118) 5.6 / 3.0 (%) 0.2 / 4.9 (%) Rejected
H7 (∆t=2) 515 3.311 (0.000) 77305 (0.001) 0.6 / 0.5 (-) 0.6 / 0.5 (-)

N.A. N.A.

Rejected
H7 (∆t=5) 515 1.726 (0.042) 71500 (0.067) 0.6 / 0.6 (-) 0.6 / 0.6 (-) Rejected
H7 (∆t=7) 391 2.019 (0.022) 42681 (0.026) 0.6 / 0.6 (-) 0.6 / 0.6 (-) Rejected
H7 (∆t=10) 76 -0.663 (0.746) 1378 (0.670) 0.6 / 0.6 (-) 0.6 / 0.6 (-) Rejected

Table 5.5: Corresponding statistical test results applied for testing each hypothesis with different time shifts measured from the date when each company
showed resilient attribute (∆t = 0 corresponds to the second year after the shock phenomenon).
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Hypothesis N t-values W-values Mean
(resilient/control)

Median
(resilient/control) χ2 (Df=1) Odds ratio Decision

H1 2734 1.616 (0.947) 79986.5 (1.000) 5.0 /4.9 (years) 5.0 / 5.0 (years) N.A. N.A. Rejected
H2 (∆t=2) 2158 -3.474 (0.000) 681358 (0.000) 342.3 / 411.1 (M HUF) 146.9 / 196.8 (M HUF)

N.A. N.A.

Rejected
H2 (∆t=5) 1356 -5.276 (0.000) 207438 (0.000) 407.7 / 575.3 (M HUF) 161.2 / 273.0 (M HUF) Rejected
H2 (∆t=7) 849 -5.284 (0.000) 78118 (0.000) 492.0 / 749.1 (M HUF) 195.4 / 351.9 (M HUF) Rejected
H2 (∆t=10) 153 -2.566 (0.005) 2266 (0.000) 608.7 / 972.8 (M HUF) 179.7 / 499.1 (M HUF) Rejected
H3 (∆t=2) 2161 -2.787 (0.003) 189418 (0.000) 19.2 / 22.0 (-) 14.5 / 14.5 (-)

N.A. N.A.

Rejected
H3 (∆t=5) 1357 -3.250 (0.001) 93261.5 (0.000) 22.0 / 28.1 (-) 14.5 / 14.5 (-) Rejected
H3 (∆t=7) 855 -2.998 (0.001) 36065 (0.000) 26.2 / 35.3 (-) 14.5 / 14.5 (-) Rejected
H3 (∆t=10) 153 -4.875 (0.000) 694 (0.000) 21.7 / 40.5 (-) 14.5 / 34.5 (-) Rejected

H4 63 N.A. N.A. N.A. N.A. 0.657 (0.418) 1.511 (0.417) Rejected

H5 657 N.A. N.A. N.A. N.A. 40.071 (0.000) 0.206 (0.000) Failed to
reject

H6 (∆t=1) 480 -4.508 (0.000) 36988 (0.000) 7.8 / 21.6 (%) 1.4 / 13.1 (%)

N.A. N.A.

Rejected
H6 (∆t=2) 539 -3.290 (0.001) 48897 (0.000) 12.7 / 23.8 (%) 4.6 / 13.9 (%) Rejected
H6 (∆t=3) 597 -2.078 (0.019) 68558 (0.000) 15.3 / 22.0 (%) 6.5 / 13.3 (%) Rejected
H6 (∆t=5) 604 -0.964 (0.168) 82472 (0.019) 11.4 / 13.8 (%) 5.6 / 8.5 (%) Rejected
H6 (∆t=7) 480 1.232 (0.891) 51564 (0.021) 11.5 / 6.6 (%) 0.0 / 6.5 (%) Rejected
H6 (∆t=10) 78 0.838 (0.798) 1464 (0.352) 11.1 / 4.4 (%) -1.7 / 5.1 (%) Rejected
H7 (∆t=2) 583 5.269 (0.000) 105294 (0.000) 0.6 / 0.5 (-) 0.6 / 0.5 (-)

N.A. N.A.

Rejected
H7 (∆t=5) 579 2.734 (0.003) 95422 (0.002) 0.6 / 0.6 (-) 0.6 / 0.6 (-) Rejected
H7 (∆t=7) 463 2.570 (0.005) 61255 (0.004) 0.6 / 0.6 (-) 0.6 / 0.6 (-) Rejected
H7 (∆t=10) 78 -0.111 (0.544) 1545 (0.491) 0.6 / 0.6 (-) 0.7 / 0.7 (-) Rejected

Table 5.6: Corresponding statistical test results applied for testing each hypothesis with different time shifts measured from the date when each company
showed resilient attribute (∆t = 0 corresponds to the third year after the shock phenomenon).
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Hypothesis N t-values W-values Mean
(resilient/control)

Median
(resilient/control) χ2 (Df=1) Odds ratio Decision

H1 3236 2.131 (0.983) 100211 (1.000) 4.1 / 4.2 (years) 4.0 / 4.0 (years) N.A. N.A. Rejected
H2 (∆t=2) 2533 -1.817 (0.035) 1243791 (0.000) 384.0 / 421.1 (M HUF) 164.5 / 187.4 (M HUF)

N.A. N.A.

Rejected
H2 (∆t=5) 1397 -3.136 (0.001) 330595,5 (0.000) 471.3 / 577.2 (M HUF) 194.6 / 265.2 (M HUF) Rejected
H2 (∆t=7) 407 -2.784 (0.003) 23495 (0.000) 467.1 / 639.4 (M HUF) 186.1 / 317.4 (M HUF) Rejected
H2 (∆t=10) 112 -3.382 (0.000) 1424 (0.000) 474.2 / 955.5 (M HUF) 259.2 / 514.1 (M HUF) Rejected
H3 (∆t=2) 2543 -0.949 (0.171) 345006 (0.000) 21.0 / 22.1 (-) 14.5 / 14.5 (-)

N.A. N.A.

Rejected
H3 (∆t=5) 1409 -1.622 (0.052) 139704 (0.000) 25.6 / 29.3 (-) 14.5 / 14.5 (-) Rejected
H3 (∆t=7) 409 -3.300 (0.001) 11569,5 (0.000) 21.2 / 31.5 (-) 14.5 / 14.5 (-) Rejected
H3 (∆t=10) 113 -2.744 (0.003) 592 (0.000) 23.2 / 44.4 (-) 14.5 / 34.5 (-) Rejected

H4 47 N.A. N.A. N.A. N.A. 0.056 (0.813) 1.251 (0.813) Rejected

H5 671 N.A. N.A. N.A. N.A. 48.332 (0.000) 0.157 (0.000) Failed to
reject

H6 (∆t=1) 561 -4.777 (0.000) 54730 (0.000) 6.7 / 21.4 (%) 2.4 / 11.2 (%)

N.A. N.A.

Rejected
H6 (∆t=2) 607 -1.206 (0.114) 78720 (0.001) 9.2 / 12.6 (%) 3.0 / 9.2 (%) Rejected
H6 (∆t=3) 637 0.143 (0.557) 93066 (0.033) 17.2 / 16.7 (%) 6.0 / 12.0 (%) Rejected
H6 (∆t=5) 609 -0.130 (0.448) 85469 (0.044) 12.5 / 12.8 (%) 3.6 / 6.7 (%) Rejected
H6 (∆t=7) 217 -1.413 (0.079) 9846 (0.016) 1.7 / 7.4 (%) -1.2 / 7.4 (%) Rejected
H6 (∆t=10) 58 1.013 (0.843) 758 (0.225) 20.2 / 9.2 (%) 4.6 / 10.9 (%) Rejected
H7 (∆t=2) 621 5.045 (0.000) 117671 (0.000) 0.6 / 0.5 (-) 0.6 / 0.5 (-)

N.A. N.A.

Rejected
H7 (∆t=5) 582 3.036 (0.001) 96028 (0.003) 0.6 / 0.6 (-) 0.6 / 0.6 (-) Rejected
H7 (∆t=7) 204 1.511 (0.066) 11441 (0.121) 0.6 / 0.6 (-) 0.6 / 0.6 (-) Rejected
H7 (∆t=10) 56 2.013 (0.023) 1094 (0.008) 0.7 / 0.6 (-) 0.6 / 0.6 (-) Rejected

Table 5.7: Corresponding statistical test results applied for testing each hypothesis with different time shifts measured from the date when each company
showed resilient attribute (∆t = 0 corresponds to the fifth year after the shock phenomenon).
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It is also interesting to check previous results for the ”resilience-prediction” for the
prolonged crisis reaction case. The attributes of the three constructed data sets after data
cleaning and variable selection (which include annual corporate financial statements and
ratio-based financial indicators derived from them, augmented with geographic, sectoral,
and employment indicators) are detailed in Table 5.8., 5.9. and 5.10. together with corre-
sponding performance metrics gained from Random Forest and Logistic Regression based
classifications.

Classification was separately conducted for positive crisis responses, where a return to
pre-crisis levels was achieved (antifragile + resilient), and for very strong crisis responses,
defined by sales growth values at least doubling (100% increase) compared to pre-crisis
levels. The results indicate that extending the time horizon of crisis reactions improved the
classification results of the applied decision tree and logistic regression models. Alongside
AUC values, f1 scores were also emphasized due to varying degrees of imbalanced classifica-
tion in individual cases. Results were generated using layered 10-fold cross-validation.

Limiting the target group to antifragile crisis responses consistently resulted in f1 < 0.7,
which I deemed insufficient or weak in quality. However, in cases of 3- and 5-year resilient
behaviours, f1 scores greater than 0.7 (or close to this threshold) were also achieved multiple
times (indicated by green in the tables). Furthermore, by thoroughly observing the results
even a tendency can be seen similarly to the hypothesis test statistics. This trend shows
that by enlarging the time period for the bouncing back the classification performance of
the models tend to become better. Thus, being resilient in a longer term not just leads to
a better survival by not going bankrupt but also to a more distinguished role within the
population of company-year observations.

Overall, according to the performance metrics of Table 5.8., 5.9. and 5.10., using decision
trees for ”Data_2” and ”Data_3” and logistic regression for ”Data_1” more satisfactory
classification results could be achieved, providing a basis of confidence for constructing
a ”corporate crisis management predictor” system based on companies’ financial- and
metadata.
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Classification Results for Resilient + Antifragile Observations

Data Info Random Forest Logistic Regression

No. of
Samples

No. of
Variable

No. of
Missing

Data

No. of
True

Labels

No. of
False

Labels
AUC f1 Score Recall Precision Accuracy AUC f1 Score Recall Precision Accuracy

Data_1 36 883 57 1 988 11 063 25 820 0.76±0.02 0.56±0.02 0.63±0.04 0.51±0.01 0.71±0.01 0.81±0.02 0.65±0.01 0.73±0.03 0.58±0.01 0.76±0.01

Data_2 36 883 129 78 748 11 063 25 820 0.81±0.01 0.63±0.01 0.69±0.03 0.59±0.01 0.76±0.01 0.60±0.01 0.47±0.02 0.73±0.08 0.35±0.01 0.51±0.03

Data_3 36 883 45 37 034 11 063 25 820 0.82±0.01 0.64±0.01 0.70±0.03 0.60±0.01 0.77±0.01 0.70±0.02 0.54±0.01 0.82±0.02 0.40±0.01 0.58±0.02

Classification Results for Antifragile Observations

Data Info Random Forest Logistic Regression

No. of
Samples

No. of
Variable

No. of
Missing

Data

No. of
True

Labels

No. of
False

Labels
AUC f1 Score Recall Precision Accuracy AUC f1 Score Recall Precision Accuracy

Data_1 36 883 57 1 988 1 934 34 949 0.85±0.02 0.36±0.05 0.40±0.10 0.34±0.03 0.93±0.01 0.85±0.02 0.33±0.02 0.66±0.05 0.22±0.01 0.86±0.01

Data_2 36 883 129 78 748 1 934 34 949 0.88±0.01 0.41±0.04 0.47±0.09 0.36±0.03 0.93±0.01 0.44±0.03 0.07±0.01 0.29±0.13 0.04±0.01 0.61±0.10

Data_3 36 883 45 37 034 1 934 34 949 0.87±0.01 0.42±0.03 0.51±0.08 0.36±0.04 0.93±0.01 0.79±0.01 0.14±0.01 0.88±0.03 0.08±0.00 0.43±0.03

Table 5.8: Dataset info and metrics for classification performance evaluation for resilient + antifragile and for antifragile shock-reactions considering
2 years for bouncing back from an economic setback.
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Classification Results for Resilient + Antifragile Observations

Data Info Random Forest Logistic Regression

No. of
Samples

No. of
Variable

No. of
Missing

Data

No. of
True

Labels

No. of
False

Labels
AUC f1 Score Recall Precision Accuracy AUC f1 Score Recall Precision Accuracy

Data_1 33 898 57 1 696 11 931 21 967 0.82±0.01 0.66±0.01 0.70±0.03 0.62±0.01 0.74±0.01 0.85±0.01 0.73±0.01 0.76±0.02 0.71±0.02 0.81±0.01

Data_2 33 898 129 75 992 11 931 21 967 0.85±0.01 0.69±0.01 0.72±0.03 0.66±0.02 0.77±0.01 0.69±0.01 0.53±0.02 0.62±0.05 0.46±0.02 0.61±0.02

Data_3 33 898 45 33 912 11 931 21 967 0.86±0.00 0.71±0.01 0.74±0.03 0.69±0.03 0.79±0.01 0.70±0.02 0.59±0.01 0.86±0.02 0.45±0.01 0.58±0.01

Classification Results for Antifragile Observations

Data Info Random Forest Logistic Regression

No. of
Samples

No. of
Variable

No. of
Missing

Data

No. of
True

Labels

No. of
False

Labels
AUC f1 Score Recall Precision Accuracy AUC f1 Score Recall Precision Accuracy

Data_1 33 898 57 1 696 2 658 31 240 0.89±0.01 0.49±0.03 0.48±0.08 0.50±0.04 0.92±0.01 0.91±0.01 0.56±0.03 0.73±0.03 0.45±0.04 0.91±.0.1

Data_2 33 898 129 75 992 2 658 31 240 0.90±0.01 0.52±0.02 0.53±0.07 0.52±0.06 0.92±0.01 0.52±0.04 0.14±0.02 0.55±0.12 0.08±0.01 0.49±0.09

Data_3 33 898 45 33 912 2 658 31 240 0.90±0.01 0.52±0.04 0.55±0.06 0.51±0.08 0.92±0.02 0.82±0.01 0.19±0.01 0.95±0.02 0.11±0.00 0.38±0.03

Table 5.9: Dataset info and metrics for classification performance evaluation for resilient + antifragile and for antifragile shock-reactions considering
3 years for bouncing back from an economic setback.
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Classification Results for Resilient + Antifragile Observations

Data Info Random Forest Logistic Regression

No. of
Samples

No. of
Variable

No. of
Missing

Data

No. of
True

Labels

No. of
False

Labels
AUC f1 Score Recall Precision Accuracy AUC f1 Score Recall Precision Accuracy

Data_1 27 355 57 1 347 11 261 16 094 0.79±0.01 0.67±0.01 0.70±0.04 0.65±0.02 0.72±0.01 0.80±0.01 0.71±0.01 0.78±0.03 0.66±0.02 0.74±0.01

Data_2 27 355 129 60 203 11 261 16 094 0.85±0.01 0.72±0.02 0.74±0.04 0.71±0.03 0.77±0.02 0.59±0.04 0.53±0.04 0.61±0.06 0.47±0.03 0.56±0.03

Data_3 27 355 45 25 994 11 261 16 094 0.83±0.01 0.70±0.01 0.71±0.03 0.70±0.03 0.75±0.01 0.68±0.01 0.63±0.01 0.84±0.02 0.50±0.01 0.59±0.01

Classification Results for Antifragile Observations

Data Info Random Forest Logistic Regression

No. of
Samples

No. of
Variable

No. of
Missing

Data

No. of
True

Labels

No. of
False

Labels
AUC f1 Score Recall Precision Accuracy AUC f1 Score Recall Precision Accuracy

Data_1 27 355 57 1 347 3 476 23 879 0.84±0.01 0.48±0.02 0.48±0.02 0.48±0.03 0.87±0.01 0.84±0.02 0.51±0.03 0.77±0.05 0.39±0.04 0.81±0.03

Data_2 27 355 129 60 203 3 476 23 879 0.89±0.01 0.55±0.02 0.55±0.07 0.56±0.06 0.89±0.01 0.60±0.01 0.25±0.01 0.73±0.04 0.15±0.00 0.43±0.03

Data_3 27 355 45 25 994 3 476 23 879 0.87±0.01 0.53±0.01 0.52±0.06 0.55±0.06 0.88±0.01 0.76±0.02 0.28±0.01 0.92±0.02 0.17±0.00 0.40±0.03

Table 5.10: Dataset info and metrics for classification performance evaluation for resilient + antifragile and for antifragile shock-reactions considering
5 years for bouncing back from an economic setback.



6
Summary of Scientific Results, Outlook

I have applied the Most Frequent Value (MFV) concept in the field of economy related
investigations together with non-parametric statistical investigations in order to refine
existing results and generate new added value to the field with methodological development
and application.

• It has been demonstrated that the MFV concept is applicable and practical in case of
data analytical investigations also with economic background.

• A method has been developed, implemented and demonstrated for the isolation of
outliers based on the MFV concept.

• It has been demonstrated, that economic convergence among regions of the European
Union is less expressed when robust statistical analysis is applied for the investigation
of the β-convergence theorem. Thereby, the importance of robust approaches have
been demonstrated and emphasized in the field of regional economic studies.

• The k-Means algorithm was updated based on the MFV concept and applied on existing,
open data sources in order to gain a more robust clustering algorithm version that
relies on a more interpretable background than the k-Medians or k-Modes.

• Real-life data has been collected on Hungarian Small and Medium-sized Enterprises
in order to investigate their resilient behaviour that is of great interest from national
economic aspect.

• A Resilience Indicator Number – that is can be applied in a reproducible manner
for similar data sources – has been created based on existing literature concepts
and models that can utilize balance sheet and income statement data and offers
a possibility to quantitatively analyse reactions to idiosyncratic economic shocks
regardless of industrial branch or company size in a comparative way.

• Albeit numerous Resilience Indexes and Indicator Numbers are conceivable, a method
has been presented for the quantitative investigation of company resilience that can
be further elaborated corresponding to the economic model of selection.

• It has been shown that the resilient behaviour of economic entities has a real signifi-
cance primarily in the short-term, but in the long-run an economic fallback and lag
compared to those organisations is observable who managed not to get into economic
setbacks. Since there are no means to prepare or forecast sudden, unpredictable nega-
tive events of all kinds this result does not mean that well-preparedness is essential,
then it draws attention to the monitoring of key economic stakeholders even in case of
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successful crisis management. With proper financial tools and adequate timing besides
retrieving workplaces and maintaining organizational operation, long-term develop-
ment trajectories can be set, and regional development can be promoted. However, it
has to be accepted that resilient companies are still ”wounded” economic entities that
need time to ”heal” and catch up in analogy with human injuries, for which an outside
help might be advantageous.



7
Conclusions

Non-normal data distributions and presence of outliers can still pose challenges to data
scientists and statisticians while investigating processes from various walks of life. The
interpretation of results gained from different algorithms can often be biased when such
data distributions and anomalies are present. These are however abundant in case of
real-life data and particularly significant when speaking of data of economic origin, where
general, comprehensive models of the background processes are often not known or could
not be used – or only partially – since the range and amount of accessible data are many
times unsatisfactory. Keeping this in mind, in my dissertation I considered robust and non-
parametric statistical techniques in order to handle outliers and non-normal distributions
in case of economic data. As a robust technique, the Most Frequent Value (MFV) method
was selected that was originally developed by Steiner et al. at the University of Miskolc,
Hungary and was mainly adopted for statistical investigations of earth sciences related
problems.

Throughout my work, I faced economic related problems with ambiguous standpoints
within the accessed scientific literature, which I addressed with the robust MFV method and
further non-parametric statistical tools. An algorithm for investigating linear regression
problems based on the robust MFV procedure has been implemented based on the work of
Steiner et al. and extended by considerations for identifying outlying observations. Further-
more, also utilizing the MFV technique a robust clustering method has been developed and
implemented as an analogy of the prominent k-Means. The developed and implemented
algorithms were able to serve with more reliable parameter estimates in case of investigated
model data sets at hand. Nevertheless, they computationally underperform similar robust
techniques, and consequently for the time being they might have relevance for smaller data
sets or large datasets with high cluster cardinality.

With the applied robust and non-parametric techniques, I have strengthened the view of
those in related literature who assume that economic convergence based on the absolute
economic β-convergence among regions of the European Union does exist. Nevertheless,
with the applied methodology, I have shown that the rate of convergence is somewhat
smaller than forecasted by conventional approaches based on the Ordinary Least Squares.
My findings were then further supported by population-level investigations and by the
incorporation of social network analysis of R&D related Horizon 2020 project information
from an external data source.

I have also addressed the question of resilient behaviour of companies based on large
amount of balance sheet and income statement data extended by other meta information on
the observations. This field is of special interest due to the growing interconnectedness and
vulnerability of economic systems and their increasing exposure to turbulences of financial
origin. I have proposed a data-based resiliency definition and via non-parametric statistical
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tests I have revealed the short-term positive nature of resilient behaviour against idiosyn-
cratic shocks regarding advantageous development perspectives compared to undisturbed
control pairs. Additionally, I have proposed a simple indicator for comparing companies
of various industrial sectors and of different shock-history regarding their shock reactions
that might be used for further sales growth -based resiliency investigations.

Future research options of the work undertaken are abundant. Primarily, the extension
of the MFV-based linear regression and clustering with multidimensional location- and scale
parameter would be important. Thereby, parameter estimation considering multivariate
distributions would be feasible that can be of high interest regarding theoretical aspect
and economic related data investigations as well. On the other hand, despite our trials the
application of the MFV-based approaches regarding resiliency related investigations did
not prove to be reasonable. It is advised to further elaborate on this highly relevant and
for national- and regional economy significant topic with additional non-parametric tests
and machine learning based approaches. Nevertheless, my investigations showed that the
data at hand were not satisfactory for the development of a predictive model as currently
proposed in bankruptcy prediction related literature and therefore only ex post analysis
of shock reactions were feasible. In the near future however, transaction data might be
available that can enable the construction of supply chains and investigations via social
network analysis. Shock- and shock reaction propagation might be feasible, may it be a
positive or a negative reaction to idiosyncratic or even macroeconomic shock phenomena
that – in my view – can offer new perspectives of research.



Appendix A
Python implementation of MFV-based
linear regression

A.1 Most Frequent Value and Dihesion
import numpy as np
from scipy import stats
import math

def modified_MFV(y, threshold = 10**(-5)):
'''
Calculation of MFV and dihesion.
:y: List of numeric data
:threshold: Parameter for finetuning convergence limit.
:return: MFV and dihesion of the input data
'''
M_old = np.median(y)
eps_old = stats.median_abs_deviation(y)
n = len(y)
try:

u_old = (y-M_old)/eps_old
e0_old = 1/n*sum([1/(1+math.pow(x,2)) for x in u_old])
e1_old = 1/n*sum([x/(1+math.pow(x,2)) for x in u_old])
e2_old = 1/n*sum([math.pow(x,2)/(1+math.pow(x,2)) for x in u_old])

i = 1
diff = 1
while abs(diff) > threshold:

M_new = M_old + eps_old * e1_old/e0_old
eps_new = eps_old * math.sqrt(1/e0_old-1)

u_new = (y-M_new)/eps_new
e0_new = 1/n*sum([1/(1+math.pow(x,2)) for x in u_new])
e1_new = 1/n*sum([x/(1+math.pow(x,2)) for x in u_new])
e2_new = 1/n*sum([math.pow(x,2)/(1+math.pow(x,2)) for x in u_new])

diff = max( abs(M_new-M_old), abs(eps_new-eps_old) )

M_old, eps_old = M_new, eps_new
e0_old, e1_old, e2_old = e0_new, e1_new, e2_new

i = i+1
except:

raise ValueError
return M_new, eps_new
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A.2 2D case with Newton’s method

import numpy as np
from scipy import stats
import math

def OLS_init(x,y):
'''
Initialization of slope- ('a') and intercept ('b') parameters for
the linear regression line to be fitted. The function provides a
simple OLS regression, where the weights of the MFV regression
method are set to 1.
:x: List of x-coordinates
:y: List of y-coordinates
:return: column vector of slope and intercept parameters
'''
x11, x12, x21, x22 = 0, 0, 0, 0
b1, b2 = 0, 0
for i in range(len(x)):

x11 += x[i]**2
x12 += x[i]
b1 += x[i]*y[i]
b2 += y[i]

x21 = x12
x22 = len(x)

X = np.array([[x11, x12], [x21, x22]])
b = np.array([b1, b2])
return np.dot(np.linalg.inv(X), b)

def eps_init(x,y):
'''
Initialization of dihesion for the MFV-regression. The function uses
the biggest residuals in their absolute values of the original data
set measured from the OLS regression line gained from the 'OLS_init' function.
:x: List of x-coordinates
:y: List of y-coordinates
:return: initial value for dihesion (float)
'''
initParams = OLS_init(x,y)
a = initParams[0]
b = initParams[1]
resid_max = 0
resid_min = 0
for i in range(len(x)):

resid = y[i] - (a*x[i] + b)
if resid > resid_max:

resid_max = resid
if resid < resid_min:

resid_min = resid
return abs(resid_max - resid_min)

def calcJacobi(x, y, a_old, b_old, eps_old):
'''
Calculation of Jacobian matrix.
:x: List of x-coordinates
:y: List of y-coordinates
:a_old: slope parameter of regression line
:b_old: intercept parameter of regression line
:eps_old: dihesion
:return: Jacobian matrix of nonlinear system
'''
J11, J12, J21, J22 = 0, 0, 0, 0
f1, f2 = 0, 0
for i in range(len(x)):

nominator = eps_old**2 - (y[i]-a_old*x[i]-b_old)**2
denominator = (eps_old**2 + (y[i]-a_old*x[i]-b_old)**2)**2
A = nominator/denominator
J11 += x[i]**2 * A
J12 += x[i] * A
J21 += x[i] * A
J22 += A

J = np.array([[J11, J12], [J21, J22]])
return J
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def calcF(x, y, a_old, b_old, eps_old):
'''
Calculation of f-fector for nonlinear system.
:x: List of x-coordinates
:y: List of y-coordinates
:a_old: slope parameter of regression line
:b_old: intercept parameter of regression line
:eps_old: dihesion
:return: f-vector
'''
f1, f2 = 0, 0
for i in range(len(x)):

f1 += -x[i]*(y[i]-a_old*x[i]-b_old)/(eps_old**2+(y[i]-a_old*x[i]-b_old)**2)
f2 += -(y[i]-a_old*x[i]-b_old)/(eps_old**2+(y[i]-a_old*x[i]-b_old)**2)

f = np.array([f1, f2])
return f

def MFV_regression_newton(x,y):
'''
Estimation of MFV-robustified regression line parameters by utilizing
Newton's method as nonlinear solver.
:x: List of x-coordinates
:y: List of y-coordinates
:return: slope, intercept and dihesion parameters for the fitted line.
'''
#Initialization
a_old = OLS_init(x,y)[0]
b_old = OLS_init(x,y)[1]
eps_old = eps_init(x,y)

diff_MFV = 10**6
noOfMFViterations = 0
j=0

ind,a,b,eps=list(),list(),list(),list()
while diff_MFV > 10**(-5):

noOfMFViterations += 1
diff = 10**6
while diff > 10**(-5):

#Newton's algorithm -> in each step a linear system has to be solved
a_vec_old = np.array([a_old, b_old])
J = calcJacobi(x, y, a_vec_old[0], a_vec_old[1], eps_old)
f = calcF(x, y, a_vec_old[0], a_vec_old[1], eps_old)
a_vec_new = a_vec_old - np.dot(np.linalg.inv(J), f)

#for the stop condition of the nonlinear solver
diff = max(abs(a_vec_old[0]-a_vec_new[0]),abs(a_vec_old[1]-a_vec_new[1]))
a_old = a_vec_new[0]
b_old = a_vec_new[1]

eps_nominator, eps_denominator = 0, 0
for i in range(len(x)):

eps_nominator += (y[i]-a_old*x[i]-b_old)**2/ \
(eps_old**2+(y[i]-a_old*x[i]-b_old)**2)**2

eps_denominator += 1 / (eps_old**2 + (y[i] - a_old*x[i]-b_old)**2)**2

eps_new = np.sqrt(3*eps_nominator/eps_denominator)
diff_MFV = abs(eps_old - eps_new)
eps_old = eps_new
j=j+1

return a_old, b_old, eps_old
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A.3 2D case with Broyden’s method
def MFV_regression_broyden(x,y):
'''
Estimation of MFV-robustified regression line parameters by utilizing
Newton's method as nonlinear solver.
:x: List of x-coordinates
:y: List of y-coordinates
:return: slope, intercept and dihesion parameters for the fitted line.
'''
#Initialization
a_old = OLS_init(x,y)[0]
b_old = OLS_init(x,y)[1]
eps_old = eps_init(x,y)
j=0

ind,a,b,eps=list(),list(),list(),list()
diff_MFV = 10**6
while diff_MFV > 10**(-5):

x_old = np.array([a_old, b_old])
A_old = calcJacobi(x, y, x_old[0], x_old[1], eps_old)
f_old = calcF(x, y, x_old[0], x_old[1], eps_old)

diff = 10**6
while diff > 10**(-5):

s = np.linalg.solve(A_old, -f_old)
x_new = x_old + s
f_new = calcF(x, y, x_new[0], x_new[1], eps_old)

#for the stop condition of the nonlinear solver
diff = max( abs(x_new[0]-x_old[0]), abs(x_new[1]-x_old[1]))

delta_x = s
delta_x_norma = np.dot(delta_x, delta_x)
delta_f = f_new - f_old

#Creation of Jacobian matrix
A_new = A_old+(np.outer((delta_f-np.dot(A_old,delta_x)),delta_x))/ \

delta_x_norma

x_old = x_new
f_old = f_new
A_old = A_new
a_old = x_new[0]
b_old = x_new[1]

eps_nominator, eps_denominator = 0, 0
for i in range(len(x)):

eps_nominator += (y[i]-a_old*x[i]-b_old)**2/ \
(eps_old**2+(y[i]-a_old*x[i]-b_old)**2)**2
eps_denominator += 1/(eps_old**2+(y[i]-a_old*x[i]-b_old)**2)**2

eps_new = np.sqrt(3*eps_nominator/eps_denominator)
diff_MFV = abs(eps_old - eps_new)
eps_old = eps_new

if eps_old <0.01:
return a_old, b_old, eps_old

j=j+1
return a_old, b_old, eps_old



Appendix B
Python implementation of MFV-based
clustering

B.1 k-MFVs
class Kmeans:

'''Implementing Kmeans algorithm.'''

def __init__(self, n_clusters, max_iter=100, random_state=123, method = "mean", \
init = None):

self.n_clusters = n_clusters # cluster number
self.max_iter = max_iter # no. of maximum iterations
self.random_state = random_state
self.method = method # ("mean", "median", "MFV")
self.init = init # initialization possibility by user

def initializ_centroids_random(self, X):
'''
Providing coordinates of centroids around data point by random selection.
'''
np.random.RandomState(self.random_state) # initialization of random state
random_idx = np.random.permutation(X.shape[0]) # shuffling of data points
centroids = X[random_idx[:self.n_clusters]] # selection of centroids
return centroids

def plot(self, data, centroids):
'''
Visualisation of data points and centroids in 2 dimensions.
'''
plt.scatter(data[:, 0], data[:, 1], marker = '.', color = 'gray', \
label = 'data points')
plt.scatter(centroids[i-1, 0], centroids[i-1, 1], color = 'black', \
label = 'previously selected centroids')
plt.scatter(centroids[i, 0], centroids[i, 1], color = 'red', \
label = 'next centroid')
plt.title('Select % d th centroid'%(centroids.shape[0]))

plt.legend()
plt.show()

# initialization algorithm
def initializ_centroids(self, X):

'''
K-means++ initialization of cluster centroids.
'''
centroids = np.zeros((self.n_clusters, X.shape[1])) # zero-matrix for centroids
# Step 1.: random selection of first centroid
centroids[0] = X[np.random.randint(X.shape[0]),:] # random initialization
k = 0
# Step 2.: selection of second centroid in the farthest possible position
# compared to the first centroid
temp = self.compute_distance(X, centroids)
distancesFromCentroids = temp[:, k] # distance calculation among data and \
#first centroid
pointIndex = np.argsort(distancesFromCentroids)[-1] # finding index of \
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#farthest data point
centroids[k+1] = X[pointIndex, :] # coordinates of farthest data point

for k in range(1, self.n_clusters):
# Step 3.: clustering with resulted centroids
temp2 = self.compute_distance(X, centroids)
distancesFromCentroids = temp2[:, :(k+1)] # calculation of distances \
#among data points and [0..k.]-th centroids
labels = self.find_closest_cluster(distancesFromCentroids) # point \
# assignment to existing centroids
# Step 4.: estimation of new centroids based on max. inter-cluster distances
max=0
for j in range(0, k+1):

# calculation of index corresponding to max. distance in cluster j
try: # it might happen that there are no points in the cluster

maxDist = np.amax(distancesFromCentroids[:, j][labels==j], axis=0)
ind = np.where(distancesFromCentroids[:, j] == maxDist)[0][0]
if distancesFromCentroids[ind][j] > max:

max = distancesFromCentroids[ind][j]
pointIndex = ind

except:
print('ERROR! No points belonging to initialized centroid.')

if (k < self.n_clusters-1):
centroids[k+1] = X[pointIndex, :] # coordinates of farthest point
#plot(X,centroids[:(k+2)]) # visualisation of centroids

return centroids

def compute_centroids(self, X, centroids, labels):
'''
Calculation of new cluster centroids after labelling data points.
'''
centroids2 = np.zeros((self.n_clusters, X.shape[1])) # storing of centroids
if self.method == "mean":

for k in range(self.n_clusters): # point assignment according to labels
centroids2[k, :] = np.mean(X[labels == k, :], axis=0)

if self.method == "median":
for k in range(self.n_clusters): # point assignment according to labels

centroids2[k, :] = np.median(X[labels == k, :], axis=0)
if self.method == "MFV":

for k in range(self.n_clusters): # point assignment according to labels
MFV_values = list()
coordinates = list()
for variable in range(X.shape[1]): # calculation of MFV values per \
#dimension (x,y,z etc.)

for point in X[labels == k, :]: # calculation of MFV per cluster
coordinates.append(point[variable])

if len(coordinates) > 1: # treatment of low cluster cardinality
mfv = MFV(coordinates, k = 2, isPlot = True)[0]

elif len(coordinates) == 1:
mfv = coordinates[0]

else: #if len(coordinates) == 0:
mfv = centroids[k,variable]

MFV_values.append(mfv) #(MFV_x, MFV_y, MFV_z etc.)
coordinates = [] # new list of coordinates per dimension (x,y,z etc.)

centroids2[k, :] = np.array(MFV_values)
return centroids2

def compute_distance(self, X, centroids):
'''
Calculation of Euclidean distances among centroids and data points (L2 norm).
'''
distance = np.zeros((X.shape[0], self.n_clusters)) # for storing of distances \
# among every point and centroid
for k in range(self.n_clusters):

row_norm = norm(X - centroids[k, :], axis=1) # calculation of distances \
# among every point and centroid
distance[:, k] = np.square(row_norm)

return distance

def find_closest_cluster(self, distance):
'''
Ordering of data points to the nearest cluster centroids.
'''
labels = np.argmin(distance, axis=1) # finding index of smallest element in \
# the list that is in range of [0..n_cluster] for cluster labelling)
return labels
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def compute_sse(self, X, labels, centroids):
'''
Calculation of sum of distances within clusters in order to evaluate the \
"goodness" of clustering.
'''
distance = np.zeros(X.shape[0])
for k in range(self.n_clusters):

distance[labels == k] = norm(X[labels == k] - centroids[k], axis=1)
return np.sum(np.square(distance))

def fit(self, X):
'''
Execution of clustering to the given data points. The function calculates \
centroid coordinates and updates them as a side effect.
'''
if self.init is not None:

self.centroids = self.init
else:

self.centroids = self.initializ_centroids(X) # cluster centroids at \
# initialization

for i in range(self.max_iter): #max. number of iterations
old_centroids = self.centroids
distance = self.compute_distance(X, old_centroids)
# print('Number of centroid swaps:', i+1)
self.labels = self.find_closest_cluster(distance) # data point labelling
# coordinates of new cluster centroids
self.centroids = self.compute_centroids(X, old_centroids, self.labels)
if np.all(old_centroids == self.centroids): # stop if no centroids change

break
self.error = self.compute_sse(X, self.labels, self.centroids)

def predict(self, X):
'''
Specification of cluster labels of each data point after "max_iter" iterations.
'''
distance = self.compute_distance(X, self.centroids)
return self.find_closest_cluster(distance)

import numpy as np
import pandas as pd
import math
import matplotlib.pyplot as plt
import random
import time
import scipy
import sklearn

def run_kMFV(df, classLabels, n_clusters, method):
'''
Example run of MFV based clustering on known dataset for algorithm validation.
df: input DataFrame
classLabels: known pre-existing labels for the calculation of validity indexes
n_clusters: number of clusters we would like to see
method: 'mean', 'median', 'MFV'
'''
df = np.array(df)
classLabels = np.array(classLabels)

km = Kmeans(n_clusters = n_clusters,
max_iter = 30,
random_state = np.random.randint(0, 1000, size = 1),
method = method,
init = initByDBSCAN(df, n_clusters)) # initialization of instance

time0 = time.time()
km.fit( df ) # run of instance
time1 = time.time()
print('Time necessary for calculations: {0:.4f}s'.format(time1-time0))
#km.centroids
#km.labels
unique, counts = np.unique(km.labels, return_counts=True)
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print('Cardinality of clusters: ', counts)

print('Cluster validity indexes:')
print('Adjusted Rand Score:', adjusted_rand_score( km.labels, classLabels ) )
print('s_Dbw score:', S_Dbw(df, labels = km.labels, centers_id=None, \

method='Tong', alg_noise='bind', centr='mean', \
nearest_centr=True, metric='euclidean') )

print('Adjusted mutual information score: ', \
adjusted_mutual_info_score(km.labels, classLabels) )

print('Silhouette score: ', silhouette_score(df, km.labels, metric='euclidean') )
print('Davis-Bouldin score: ', davies_bouldin_score(df, km.labels) )
print('--------------------------------------------------------')
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