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Sustainable development progress and 

challenges - Modelling SDG’s based on the 

income level in European countries 

Danijela Voza 

University of Belgrade, Technical faculty in Bor, Vojske Jugoslavije 12, Bor, 

Serbia, dvoza@tfbor.bg.ac.rs  

Abstract: Sustainable Development Goals (SDGs) present a global framework for balancing 

the economy, society and environment. These are management tools for national, regional 

and global sustainable development planning and programming until 2030. The efforts to 

improve sustainable development data should be aimed at fostering innovation in SDG 

monitoring and modelling. Identifying inter-relationships between the 17 SDGs is crucial to 

managing them effectively and achieving sustainability. This study aims to explore the 

structure and interlinkages between the SDGs and determine the SDGs that significantly 

differ between groups of European countries depending on their income level. The dataset 

was created based on the European Sustainable Development Reports from 2017 – 2022 and 

World Bank open data. It was processed using the principal component analysis/factor 

analysis (PCA/FA) and discriminant analysis (DA). PCA of the data sets yielded five 

Principal Components with Eigenvalues ˃1, accounting for 81,57% of the total variance. 

Results indicate that specific social and economic indicators mostly determine the success of 

European countries in implementing sustainable development concepts. Also, there are 

notable synergies between SDGs, especially when it comes to the socio-economic 

dimensions. Conversely, important potential trade-offs with environmental-related SDGs are 

identified. The findings revealed that a higher level of economic development leads to greater 

success in implementing the general concept of sustainability. Lower-income countries are 

more advanced regarding the SDGs that fall under the environmental dimension – 

responsible consumption and climate change. The discrimination goals of responsible 

consumption and partnership for goals indicate clear differences between two groups of 

countries and can undermine progress toward sustainable development in high-income 

countries. It implies that socio-economic goals are prioritised over environmental ones when 

achieving sustainable development. 

Keywords: Sustainable Development Goals, Income level, European countries, Principal 

Component Analysis, Discriminant analysis 
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1 Introduction 

Sustainable development is a fundamental concept of the contemporary world. This 

concept has a central place in considering the long-term perspective of the survival 

and progress of humanity. Sustainability, or sustainable development, is an essential 

prerequisite and the ultimate goal of human activities on Earth. The Brundtland 

Commission Report defines it as "the development that allows meeting the needs of 

current generations without compromising the ability of future generations to meet 

their needs" [1]. Sustainable development means striking the perfect balance 

between economic growth, social progress, and environmental protection. It can be 

seen as the intersection of three dimensions: social, economic and ecological. In the 

past few decades, socio-economic and environmental challenges have posed 

significant obstacles to the discourse on sustainable development. Climate change, 

environmental degradation, rapid economic development, growing human 

population, and the global pandemic of COVID-19 are the phenomena that have 

hindered the successful implementation of the concept of sustainability to the 

greatest extent [2-5]. As a result, sustainable development has become a burning 

issue among scientists, global institutions and the wider community. 

To improve the understanding and management of the entire concept, in September 

2015, the UN General Assembly adopted the resolution titled “Transforming our 

World: the 2030 Agenda for Sustainable Development”, known as “Agenda 2030”. 

This report specified the modern approach that provides a comprehensive and 

multidimensional view of development through the Sustainable Development Goals 

(SDGs) (Table 1). The topics of these goals cover five critical areas (the so-called 

5 P's) - People, Planet, Prosperity, Peace, and Partnership [6]. SDGs are multilevel 

indicators directly linked to the components of sustainable development that should 

be pursued until 2030. The series of 17 goals is determined by 169 targets and aimed 

at supporting nations to achieve economic, social and environmental balance [7-

11]. By addressing all dimensions, the goals built a universal, holistic framework 

for helping set humanity on a sustainable development course. 

SDGs, targets, and indicators serve as a management tool to direct governments in 

creating implementation strategies and allocating resources. These monitor progress 

toward sustainable development at local, national, regional, and global levels. 

Successful policy-making and implementation require a series of efforts rather than 

individually focused SD paradigm initiatives, e.g. environment, society, or 

economy [12]. Given the multidimensionality of sustainable development goals, 

policymakers should be able to integrate economic, social and environmental 

components into a long-term strategy. Therefore, observing and analysing the SDGs 

as a group, not separately, is necessary. To reach the SDGs, governments and civil 

society need to set action priorities, detect significant implementation issues, 

analyse progress, enforce accountability, and identify gaps that must be filled. 

Therefore, a greater understanding of this issue is needed [13].  
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Figure 1 

Sustainable Development Goals (Source: www.un.org/) 

The SDGs defined within the Agenda represent a broad multinational attempt to 

redirect the world towards more sustainable and resilient directions while satisfying 

the needs of developing countries [14]. Achieving the SDGs requires implementing 

fundamental changes in each country and investing significant efforts in monitoring 

and measuring progress [15]. Agenda 2030 highlighted a need for urgent global 

action and cooperation between developed and developing countries. 

The subject of this paper is modelling sustainable development goals to create 

guidelines for effective strategies and managing the concept of sustainable 

development at the European level. The aim is to recognize the problems in 

achieving sustainable development goals in European countries. Specific goals are: 

i) to define the most important SDG challenges in European countries depending on 

their development level; ii) to define the pattern of SDG structure in Europe that 

drive the overall SDG score; iii) to define SDGs that differentiate European 

countries according to their development level. These goals are pursued in the 

following sections. Section 2 consists of the literature review in the field of SDGs 

and their interlinkages, as well as the types of modelling techniques that are most 

frequently used. In Section 3, the study area and the methodological approach are 

presented. In Section 4, the obtained results of the proposed model were displayed 

and discussed in Section 5. Finally, Section 6 highlights the main conclusions of the 

research and the limitations and directions for future studies in this field.  

2 Literature review 

A bibliometric analysis of scientific papers on the SDGs reveals that most studies 

(31%) are conducted by authors from the USA, China, and the UK and concentrated 

in developed countries [16,17]. Research databases related to SDGs indicate that 

http://www.un.org/
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natural and engineering sciences were more prominent than social sciences [16]. 

Studies focused on SDGs are mostly dealing with the specific SDGs rather than the 

SDGs as a unified and interrelated framework outlined in the UN resolution [18-

24]. At the same time, most studies deal with SDG 3 - Good health and well-being, 

while SDG 7 - Affordable and Clean Energy is the second [25]. However, system 

thinking is essential in studies on sustainable development and the SDGs [16]. 

Interdependencies, conflicts, and links between the SDGs require systemic thinking 

that incorporates the spatial and temporal interconnection of the SDGs, demanding 

multidisciplinary skills [13]. A significant positive correlation between SDG 

indicators is classified as a synergy, while a significant negative correlation is 

classified as a trade-off [26]. Spreading knowledge about synergies in sustainable 

development is important for enabling progress toward the SDGs and saving 

substantial resources [27]. Through various studies, researchers have investigated 

the relationships between the SDGs but have come to different conclusions [28]. In 

a study by Lusseau and Mancini (2019), they referred to the networks of SDG 

interactions as sustainomes [29]. Their study aimed to identify the obstacles and 

opportunities for achieving the SDGs through their interactions. They found that 

limiting climate change, reducing inequalities, and responsible consumption are 

significant hurdles to achieving the 2030 goals. However, focusing on poverty 

alleviation and reducing inequalities can accelerate the achievement of all SDGs. 

Dawes (2022) developed mathematical models to quantify the level of interlinkage 

networks that predict higher progress on particular SDGs than others [30]. The 

results showed that the impacts of other SDGs on goals 1-3 are more frequent than 

influences on later goals, and goals 6 and 7 are more dominant than the others. 

Scharlemann et al. (2020) concluded that environmental and environmental-human 

relations cause most interactions between SDGs [28]. 

The literature is still in the evolutionary stage in identifying the importance of 

social, economic and environmental sustainability indicators for more effective 

achievement of the SDGs [12]. However, in most of the previous studies, the fact 

that the interactions between the SDGs depend on the socio-economic 

characteristics of the countries has yet to be taken into account. A potential 

limitation of the SDGs is the need for more distinction between developed and 

developing countries [31]. For this reason, determining the spatial patterns of 

sustainable development and defining the factors that influence the success of 

establishing a balance between economic, social and environmental conditions are 

priority tasks by which the pursuit of maintaining development can be harmonised 

with the environmental conditions. In the work of the author Koehler (2016), it was 

pointed out that the SDGs can improve gender and climate justice [32]. According 

to some studies, performance in different SDG areas shows dependence on the 

income and geographical location of individual countries [29, 33-35]. Also, the 

SDGs can be used as a measure of sustainable well-being that can motivate and 

guide the process of global social change [36]. The availability of renewable energy 
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sources to the population in rural areas significantly contributes to achieving the 

SDGs in developing countries [37,38]. 

The efforts to improve sustainable development data should be aimed at fostering 

innovation in SDG monitoring and modelling. Attempts to clarify SDG 

relationships using different methodologies are not negligible. However, policy-

relevant modelling of sustainable development remains a challenge [39]. Authors 

Nilsson et al. (2016) developed a methodology for determining the interactions 

between the SDGs applicable at all levels – between goals and targets and global 

and national policies [40]. They rated seven possible types of SDG interactions from 

the most positive (scoring +3) to the most negative (scoring -3). Still, there is a lack 

of distinct modelling methodologies and model types that satisfy all the analytical 

requirements imposed by the new SDGs [39]. Many approaches remain 

complicated, time-consuming, and unintegrated [41]. Jayaraman et al. (2015) used 

a multi-criteria decision-making model to achieve SDGs by efficiently allocating 

resources [42]. Allen et al. (2016) defined contemporary modelling tools' positive 

and negative features and identified gaps in national sustainable development 

planning [39]. They found that scenario analysis and quantitative modelling are 

important analytical tools and have multiple benefits in developing national 

strategies towards achieving SDGs. Asadikia et al. (2022) applied the Gradient 

Boosting Machine algorithm to identify the top five SDGs that drive the overall 

SDG score [35]. Grochová Ladislava & Litzman (2021) used the non-parametric 

method of Data Envelopment Analysis to assess the level of the achievement of 

SDGs and evaluate the countries' progress [33]. Jabbari et al. (2020) attempted to 

develop a model based on the SDG index to cluster and differentiate the countries 

of different SD levels using non-hierarchical clustering, known as the K-means 

method [31]. Authors Cao et al. (2023) modelled SDGs to evaluate the causality 

and strength among them [43]. They constructed 1302 connections using the spatio-

temporal geographically weighted regression method. 

Studying the possibility of applying statistical methods in monitoring and managing 

sustainable development is increasingly intensive. However, further research is 

needed to evaluate the benefits and drawbacks of various modelling techniques [39]. 

To overcome this gap, the author of this study will examine the effectiveness of 

selected multivariate statistical techniques for modelling sustainable development 

goals. Multivariate statistical techniques such as Principal Component Analysis 

(PCA), Factor analysis (FA) and Cluster analysis (CA) have multiple benefits. The 

method of multivariate analysis used to reduce the data set dimensionality while 

keeping the maximum possible variability is called the method of principal 

components (PCA -Principal Component Analysis). Of all factor analyses, PCA is 

the most commonly used. The method of principal components was developed by 

Hotelling in 1933 [44]. In addition to reducing dataset dimensionality, the method 

of principal components is a tool of analysis by which hypotheses about the studied 

phenomenon are generated. PCA efficiently deals with multi-collinearity in the data 

as a non-parametric approach by generating factor variables [12]. This technique 
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converts extensive interrelated variables into independent (orthogonal) variables. In 

this way, the number of variables is reduced, and with a slight loss of information, 

it represents the same amount of variance. PCA/FA usefulness proven in the 

modelling of sustainable development indicators in manufacturing [45], energy 

[46], water management [47], international food trade [48], air quality [49], etc. 

According to Kwatra et al. (2020), these analyses can determine the relationships 

between variables, the existence of a balance between different dimensions of 

sustainability, classify voluminous information into data sets that can be managed 

and share information about composite indicators with the possibility of 

simultaneous monitoring of individual ones [50]. 

The novelty of this research consists of the multivariate analysis of the interlinkages 

across the SDGs in European countries and the recognition of the SDGs that 

significantly differ between countries depending on income level. For this purpose, 

principal component analysis/factor analysis (PCA/FA) and discriminant analysis 

(DA) were used. Based on the results, it will be possible to identify fields that 

require additional engagement and create guidelines to accelerate SD progress. 

3 Experimental 

3.1 Data set 

In July 2016, The Bertelsmann Stiftung and Sustainable Development Solutions 

Network (SDSN) jointly, founded the initial SDG Index and Dashboards with data 

from 149 of 193 UN member states. Annual SDG reporting is based on high-quality 

data from all countries and presents a quantitative assessment of the level of SDG 

achievement. The Report includes the SDG Indices for each goal individually and 

overall SDG Index. The scores are presented on a scale of 0 to 100, with zero 

denoting the worst performance and hundred describing the best performance in 

SDGs achievement. The total SDG Index has been listed among the ten composite 

indices useful for policymaking by the European Parliamentary Research Service.  

The data set used for the defined research objectives was created using the database 

published in the European Sustainable Development Reports from 2017 - 2022 [51]. 

The statistical packages SPSS v.21 and Statistica v.13 were used in their processing. 

3.2 Study area 

Regional monitoring and accountability ensure regional collaboration and 

coherence in SDG-related policies. The European Union is recognised as a global 

leader in improving sustainable development given that European Commission 

requires its members to adhere to several legal measures that uphold the principle 

of sustainability.  
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Given the assumption that the performance in the SD depends on the individual 

countries' income, the European countries are separated into two groups using the 

World Bank classification according to the income level – upper middle income 

(GNI3) and high income (GNI4) countries (Table 2). The GNI per capita is the 

dollar value of a country's annual income divided by population [52]. It should 

reflect the average pre-tax income of a country's population. GNI is a useful 

indicator of the country's economic strengths and the general standard of living 

experienced by the citizens. The GNI per capita correlates with many other indices 

that measure the country's and its people's social, economic, and environmental 

well-being. Based on the insight into the division according to GNI, it can be seen 

that the countries of the GNI3 group, except for Bulgaria, are not EU members, 

while the GNI4 group consists only of EU member countries.  

 

Upper middle income countries – GNI3 

 

High income countries – GNI4 

Albania Austria Italy 

Armenia Belgium Latvia 

Azerbeijan Croatia Lithuania 

Belarus Cyprus Malta 

Bosnia and Herzegovina Czech Republic Netherlands 

Bulgaria Denmark Norway 

Georgia Estonia Poland 

Montenegro Finland Romania 

Moldova France Slovak 

N. Macedonia Germany Slovenia 

Serbia Greece Spain 

Turkey Hungary Sweden 

Ukraine Iceland Switzerland 

 Ireland United Kingdom 

Table 2. 

Analysed countries and their grouping according to the GNI 

3.3 Methodology 

3.3.1 Principal Component Analysis/Factor Analysis  

Principal component analysis (PCA) is mathematically derived from the covariance 

matrix, which explains the dispersion of multiple measured parameters by adding 

eigenvalues and vectors. The covariance matrix (Ks) is calculated by taking the 

mean values of each column from each variable and scaling the columns. The 

resulting output is the extraction of new orthogonal variables called principal 

components (PC's). They represent a linear combination of the original variables 

and provide maximum variance. In order to obtain the simplest and most effective 
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presentation of the principal factors, it is recommended to perform the rotation of 

the axis of the principal components, which leads to the creation of new groups of 

variables called varifactors (VFs). This procedure is commonly known as factor 

analysis (FA). In an attempt to explain the correlation between observations of 

underlying factors that are not directly observable, FA is used in addition to PCA 

analysis. The most important difference between PC and VF is reflected in the fact 

that PC represents a linear combination of observed variables, while VF can take 

into account latent, hypothetical variables.  

3.3.2 Discriminant analysis  

Discriminant analysis (DA) is a multivariate technique applied to classify observed 

variables into one or two alternative groups based on a specific set of measurements. 

This analysis can also be used to determine the variables that contribute to the 

classification. One of its tasks is to graphically or algebraically describe the 

differential features between observations of different sets. Therefore, DA can have 

predictive and descriptive roles. Stepwise discriminant analysis is used when the 

researcher has no reason for assigning some predictors higher priority than others. 

In this research, a linear "stepwise" method, characterised by Mahalanobis's 

distance measure, was applied. The result of training data classification is 

summarised by comparing the obtained and predicted grouping. The effectiveness 

of the discrimination functions can be confirmed using the cross-validation method, 

which determines the degree of predictability of the observed sample from which 

the model was created. Also, the effectiveness can be confirmed with a new data set 

that is used together with the cross-validation model to evaluate the performance of 

the set functions. 

4 Results 

The initial step in this study was to conduct the descriptive statistics by country 

groups GNI3 and GNI4. Mean values of indicators of progress towards sustainable 

development goals are presented in Table 3.  
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 Group of country 

GNI3 GNI4 

Mean Std.dev. Mean Std.dev. 

SDG1 (No poverty) 96.91 4.789 99.37 .565 

SDG2 (Zero hunger) 62.10 6.801 66.57 5.326 

SDG3 (Good health and well-being) 78.40 3.660 91.62 4.334 

SDG4 (Quality education) 84.27 11.307 96.37 3.926 

SDG5 (Gender equality) 59.70 9.598 78.08 9.111 

SDG6 (Clean water and sanitation) 72.25 5.707 83.30 10.480 

SDG7 (Affordable and clean energy) 73.78 4.999 80.26 8.501 

SDG8 (Decent work and economic growth) 71.77 6.161 82.48 4.367 

SDG9 (Industry, innovation and infrastructure) 52.30 10.364 84.80 9.467 

SDG10 (Reduced inequalities) 77.02 16.952 89.49 9.312 

SDG11 (Sustainable cities and communities) 77.96 5.374 88.88 5.185 

SDG12 (Responsible consumption and production) 80.44 5.627 56.59 10.744 

SDG13 (Climate action) 86.61 6.159 65.88 13.829 

SDG14 (Life below water) 62.22 12.784 70.06 10.840 

SDG15 (Life on land) 72.79 13.818 82.11 10.115 

SDG16 (Peace, justice and strong institutions) 69.60 5.512 82.35 7.608 

SDG17 (Partnerships for the goals) 72.00 8.691 62.63 12.529 

Total SDG Index 73.81 2.469 80.14 3.019 

Table 3. 

Descriptive statistics of SDGs indicators for groups of countries for the period 2017-2022 

The results of descriptive statistics indicate that the mean value of the total SDG 

score for the monitoring period is lower in the GNI3 group of European countries 

(73.81) compared to the GNI4 group (80.14). 

4.1 Data structure and the identification of the dominant 

SDGs  

To examine the reliability of the data set for the PCA/FA, Bartlett's sphericity and 

the Kaiser-Mayer-Olkin (KMO) tests were conducted. The high value (close to 1) 

of the KMO measure of adequacy indicates that the PCA/FA is useful. In this study, 

the KMO value is 0,747 (Table 4). This confirms the validity of the obtained 

PCA/FA analysis. Bartlett's sphericity test with a significant level of 0 in this case 

(<0.05) indicated that there are significant relationships among the variables (Table 

4). 
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Kaiser-Meyer-Olkin Measure of Sampling Adequacy .747 

Bartlett's Test of Sphericity      Approx. Chi-Square 2902.180 

     df 136 

     Sig. .000 

Table 4. 

Bartlett’s Test and Kaiser-Mayer-Olkin coefficients 

After testing the validity of the data set, principal component analysis and factor 

analysis (PCA/FA) were performed. In doing so, normalised values of the entire 

data set were used simultaneously for all analysed countries. The PCA of the data 

sets yielded five PCs. The Principal Components with Eigenvalues ˃1 account for 

81,57% of the total variance. Liu et al. (2003) classified the factor loadings as 

"strong", "moderate", and "weak", corresponding to the absolute loading values of  

>0.75, 0.75–0.50 and 0.50–0.30, respectively [53]. The variable loadings and the 

explained variance of SDGs are presented in Table 5. Also, the strong and moderate 

loadings are highlighted in the following table. The PCA/FA analysis extracted a 

satisfactory number of the parameters with the moderate and high loadings of every 

varifactor. This confirms that it is feasible to identify the SDGs that correlate to 

each other and the groups of SDGs that mostly determine the progress towards 

sustainable development. 
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 VF1 VF2 VF3 VF4 VF5 

SDG_1 .250 .125 .153 -.048 -.826 

SDG_2 .013 .273 .846 -.144 -.247 

SDG_3 .859 -.149 .329 .016 -.167 

SDG_4 .752 -.111 .113 -.293 .429 

SDG_5 .887 .052 .244 .141 .061 

SDG_6 .281 .316 .608 .205 .406 

SDG_7 .493 .113 -.217 .600 .238 

SDG_8 .599 .486 .433 -.081 -.113 

SDG_9 .814 -.046 .493 .085 -.108 

SDG_10 .705 .183 -.025 .123 -.079 

SDG_11 .785 .269 .181 -.041 .195 

SDG_12 -.901 -.029 .101 .005 .318 

SDG_13 -.823 -.087 .067 -.143 .247 

SDG_14 .054 .902 .153 .095 -.026 

SDG_15 .103 .767 .182 -.384 -.104 

SDG_16 .863 .225 -.028 .251 .057 

SDG_17 .051 -.170 .063 .909 -.047 

Eigenvalue 6.860 2.075 1.877 1.628 1.427 

% Total variance 40.352 12.208 11.040 9.577 8.397 

Cumulative % variance  40.352 52.560 63.600 73.177 81.573 

*Bold and underlined values indicate strong and moderate mean values, respectively 

Table 5. 

The factor loadings value and explained variance of SDGs 

The sustainable development in Europe is mostly determined by five varifactors 

(VF). The VF1 explains 40.35% of the total variance. This VF is characterised by 

the strong positive loadings of SDG3 (0.859), SDG4 (0.752), SDG5 (0.887), SDG9 

(0.814), SDG11 (0.785) and SDG16 (0.863) and strong negative loadings of SDG12 

(-0.901) and SDG13 (-0.823). The moderate positive loadings are present in the case 

of SDG8 (0.599) and SDG10 (0.705). These results indicate the predominant social-

related sustainable development goals in Europe. VF2 accounts for 12.21% of the 

total variance, whereas the strongest positive loadings are on SDG14 (0.902) and 

SDG15 (0.767), which reflects environmental-related goals. In the VF3, the strong 

positive loading is assigned to SDG2 (0.846), whereas the moderate positive 

loading is on SDG6 (0.608). Both of these SDGs are linked with the social aspect 

of sustainable development. The fourth VF consists of SDG17 (0.909) and 

SDG7(0.6), whereby SDG7, as environmentally related, dominates. Finally, VF5 

consists of a strong positive loading of SDG1 (0.826) and reflects the social 

dimension. 
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4.2 Identification of discriminant SDGs between European 

upper-middle and high-income countries 

In further research, the possibility of defining the SDGs that differentiate upper-

middle and high-income European countries was examined. In Table 6 are given 

key measures of stepwise discriminant function analysis that indicate its' 

effectiveness in this research. The validity of every discriminant function was 

examined by Wilk’s Lambda (λ) Test. Its value ranges from 0 to 1.0. The smaller λ, 

the more it contributes to the discriminant function. In this study, λ values are near 

zero (.08672, .08686, .09540) for standard, forward and backward stepwise mode, 

respectively, which proves high discrimination between groups. The F-ratio 

determines whether the variances in two independent samples are equal. In this case, 

the F-ratio indicates high variability between the two groups. 

 

 Wilks’ Lambda Approx. F Sig. 

Standard stepwise .08672 F (17,228) = 141.24 p˂0.00 

Forward stepwise .08686 F (15,230) = 161.20 p˂0.00 

Backward stepwise .09540 F (7,238) = 322.38 p˂0.00 

Table 6. 

Stepwise discriminant function analysis - measures of effectiveness 
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Table 7. 

Classification functions and their coefficients for DA 

In Tables 7 and 8, the discriminant functions (DFs) and the classification matrices 

(CMs) obtained as a result of the standard, forward and backward stepwise modes 

of the DA are presented. The variable that provided the greatest univariate 

discrimination is selected, and the criterion is re-evaluated for all remaining 

variables. Only variables which subsequently meet this criterion value are entered 

into the model.  

 

Group of countries % Correct Number of cases assigned by DA 

  GNI3 GNI4 

GNI3 96.3 78 3 

GNI4 100 0 165 

Total 98.8 78 168 

Table 8. 

Discriminant matrix 

The standard mode on the 17 analysed SDGs’ constructed the discriminant 

functions – DFs, with approximately 98.78% correct assignation. In the forward 

stepwise mode, the variables were included step by step, beginning with more 

 Standard stepwise 

mode 

Forward stepwise mode Backward stepwise 

mode 

SDG GNI3 GNI4 GNI3 GNI4 GNI3  GNI4 

SDG1 -0.252 0.124     

SDG2 1.885 -0.925 1.855 -0.911   

SDG3 -0.832 0.408 -0.788 0.387   

SDG4 -1.044 0.513 -0,982 0.482   

SDG5 3.28 -1.61 3.226 -1.584 2.611 -1.282 

SDG6 -0.885 0.434 -0.885 0.435   

SDG7 -0.972 0.477 -0.943 0.463 -1.505 0.739 

SDG8 -1.885 0.925 -1.883 0.924   

SDG9 -12.273 6.025 -12.359 6.067 -11.636 5.712 

SDG10 -3.608 1.771 -3.671 1.802 -3.136 1.539 

SDG11 1.395 -0.685 1.422 -0.698   

SDG12 2.137 -1.049 2.504 -1.229 1.819 -0.893 

SDG13 0.166 -0.082     

SDG14 -0.822 0.404 -0.896 0.44   

SDG15 -1.320 0.648 -1.306 0.641 -1.839 0.903 

SDG16 0.932 -0.458 1.146 -0.563   

SDG17 4.858 -2.385 4.818 -2.365 4.495 -2.207 

Constant -11.75 -2.963 -11.731 -2.959 -10.69 -2.708 
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significant ones, whereas no significant changes were obtained. The forward 

stepwise mode of the DA gave the CMs with 98.8% correct assignations using 15 

discriminant parameters. The backward stepwise DA mode rendered the 

corresponding CMs, correctly assigning 98.8% of cases, yielding seven 

discriminant parameters (SDG5, SDG7, SDG9, SDG10, SDG12, SDG15, SDG17).       

5 Discussion 

The results of descriptive statistics showed that low-income countries (GNI 3) lag 

behind more developed countries in meeting almost all sustainable development 

goals, considering the overall SDG score. Based on this, it can be concluded that 

the country's higher level of economic development leads to greater success in 

implementing the general concept of sustainability, which is confirmed by the 

previous studies [31,34,35].  

Conversely, higher values in GNI3 countries are recorded in the cases of SDG 12 

(Responsible consumption and production), SDG13 (Climate action), and SDG17 

(Global partnership for sustainable development). It is confirmed by Lusseau and 

Mancini's (2019) study, which points out that, in contrast with low-income 

countries, for high-income countries, SDG13 (climate actions) and SDG12 

(responsible consumption) are obstacles to other goals [29]. To combat climate 

change, nations must switch to renewable energy sources, halt deforestation, and 

modify production and consumption patterns [33].  

Given that the first two goals are related to the environmental dimension of 

sustainability, the results of this study confirm that lower-income countries are more 

advanced in terms of the SDGs that fall under the environmental dimension [54,55], 

even though the environmental aspect is an urgent problem and a subject of 

discussion during the implementation of various projects all over Europe [16]. One 

of the explanations is that high-income countries leave a higher environmental 

footprint than low-income countries [56]. Global material consumption and the 

amount of material waste per person have increased dramatically, endangering the 

attainment of SDG 12. The footprint per capita of developed countries is at least 

double that of underdeveloped countries for every type of material, especially 

because of a more than four times higher material footprint for fossil fuels. 

According to Jabbari et al. (2020), Goal 17, which emphasises the need for global 

partnership, is an overarching goal providing the means of implementing all other 

SDGs [31]. Based on that, developing countries are on the right course in achieving 

sustainable development in the future, while partnerships among developed 

countries stagnate.  

By applying PCA/FA, all SDGs are grouped into five VFs, confirming the 

conditions for a significant reduction in the initial data set. SDGs that belong to the 

same varifactor are mutually conditioned. In this manner, the first VF consists of 9 
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SDGs, and we can characterise it as socio-economic because it is dominated by 

SDGs of social (SDG3, SDG4, SDG5, SDG11, SDG16) and economic (SDG9, 

SDG10) nature. They are positively conditioned; that is, progress in achieving one 

affects progress in achieving other goals. In this VF, only SDG12 (Responsible 

consumption and production) and SDG13 (Climate action) are exceptions because 

they relate to environmental issues. Also, with the same SDGs, negative factor 

loadings are noticeable, which indicates that the fulfilment of other SDGs from this 

group causes negative consequences for climate change and responsible 

consumption. The second VF can be characterised as ecological because it 

comprises only two SDGs - Life below water and Life on land, which act 

synergistically. 

VF3 is also made up of two SDGs, which are considered to be mutually conditioned. 

In this case, both are social - Zero hunger and Clean water and sanitation and 

represent prerequisites for satisfying basic human needs. Socio-economic SDGs are 

intertwined in VF4, where we simultaneously have Affordable and clean energy 

and Partnerships for goals. This component implies that strengthening 

multilateralism and global partnerships is the prerequisite for ensuring affordable, 

sustainable, and modern energy for all. The last VF is reflected only in SDG1 - No 

poverty and it is reflected as a social dimension. It can be concluded that this SDG 

does not interact with others because the level of poverty in the territory of Europe 

is very low, and its impact on others is in this area unrecognizable. It can be 

concluded that the success of European countries in the implementation of 

sustainable development concepts is mostly determined by specific social and 

economic indicators. Also, there are notable synergies between SDGs, especially 

when it comes to the socio-economic dimensions. Conversely, important potential 

trade-offs with environmental-related SDGs are identified and solutions for 

overcoming these should be considered.  

In this study, a stepwise discriminant analysis was used to determine those variables 

(SDGs) which were best suited to differentiate between the two groups of countries 

– upper-middle (GNI3) and high (GNI4) income levels. The low values of this 

coefficient for the mentioned modes prove that the DA in this study was valid and 

effective. When a stepwise procedure was run, seven (SDG5, SDG7, SDG9, 

SDG10, SDG12, SDG15, SDG17) of the seventeen original variables remained. By 

analysing the SDGs that were extracted as discriminatory, it can be recognized that 

these are predominantly socio-economic (SDG5 – Gender equality, SDG7 – 

Affordable and clean energy, SDG9 - Industry, innovation and infrastructure, 

SDG10 - Reduced inequalities, SDG17 - Partnership for goals), while two of them 

are environmental related (SDG12 - Responsible consumption and production and 

SDG15 - Life on land).  

Even though the SDGs related to the environmental dimension are more fulfilled in 

GNI3, it is concluded that the differences between these two groups of countries are 

mainly reflected in their socio-economic conditions. Through comparative analysis 

with the results of descriptive statistics, it was observed that the success in achieving 
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the socio-economic SDGs is far greater in the case of high-income countries, which 

indicates that the goals of sustainable development aimed at the socio-economic 

dimensions represent a dominant factor that contributes to the greater success of 

GNI4 countries in reaching the concept of sustainability. The significant advantage 

of the GNI4 countries is reflected in a gender equality, a higher degree of industrial 

development and innovation, better access to affordable and modern energy for all, 

equal opportunities and rights for all people without discrimination and peaceful, 

inclusive societies with effective and accountable institutions at all levels. At the 

same time, it indicates a significant backlog of GNI3 countries in those areas and 

the necessity of strengthening measures and policies to improve these goals. On the 

other hand, the discrimination goals of responsible consumption and partnership for 

goals indicate clear differences between GNI3 and GNI4, where, unlike the previous 

one, countries with a low-income level are more successful in their implementation. 

The result, which is reflected in significantly better environmental-related SDG12 

in lower-income countries, does not necessarily mean that those countries are more 

committed to ecology and environmental protection, but only that they do not have 

the prerequisites for leaving higher environmental footprint. Strong international 

cooperation is needed now more than ever to ensure that countries have the means 

to achieve the SDGs especially after the COVID19 pandemics. During the 

pandemic period which is covered by this research, countries began to close and all 

international cooperation and contacts stopped. Accordingly, this could be the 

reason for the poor results in the field of SDG17 (Partnership for goals). 

 

Conclusions 

In this paper, multivariate statistical techniques such as PCA/FA and discriminant 

analysis were conducted to determine the dominant SDG structure in Europe and 

whether SD priorities vary by income level. Climate action and responsible 

consumption and production can undermine or inhibit progress toward a range of 

development goals. We must reverse current trends and shift our consumption and 

production patterns to a more sustainable course. Multilateralism and global 

partnerships are more important than ever if we are to solve the problems of high-

income countries. The results indicate that some countries that fall behind in social 

and economic sustainability (mostly developing countries in Europe) get relatively 

better scores in environmental goals. However, this advantage should be taken with 

a grain of salt because any future economic progress of these countries could slow 

down the achievement of environmental SDGs. 

Given the broad scope of the SDGs, policymakers will need to easily assess the 

economic, social and environmental implications of their strategies in an integrated 

way over the long term. The results of this study should provide insight and 

direction for future efforts to promote sustainable development. The conducted 

analysis proved that there are common features and differences between European 

states depending on income level. Therefore, various and specific measures are 

needed to support the improvement of sustainable development. High-income 
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countries should prioritize environmental sustainability through resource efficiency, 

waste reduction, sustainable management of chemicals and wastes, and the 

implementation of environmentally sound practices. Conversely, middle-income 

countries' policymakers must take action to ensure economic competitiveness and 

social growth, which, according to the results of PCA/FA, drive the overall SDG 

score and form the basis of progress in implementing the concept of sustainable 

development. 
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Abstract: This paper deals with exploration and prediction of the historical periods of the 

industrial revolution (IR) starting in the 18th century as IR 1.0, highlighting the current one 

– the IR 5.0 – and forecasting the development of the IRs until 2050. Researches foresees 

that by the mid of this century a paradigm shift in both production and consumption will be 

characterized by use of clean energy resources, advanced automated production systems and 

robotics, the wide use of Artificial Intelligence, environmentally friendly technologies and 

cost-effective mass transportation systems 

Each IR has different energy sources, unusual transportation and communication systems, 

various production systems and different education and research and developing the thought. 

As conclusion: every industrial revolution can generate diverse impacts on the economic, 

social, political, and technological realms, progressively manifesting at different magnitudes 

and levels. A noteworthy observation is that the primary impact of any industrial revolution 

is predominantly on the economic and technological domains.  

1 Preface 

The motto of the 22nd International Conference on Management, Enterprise and 

Benchmarking is „Paradigm Shift: Path to Shared Drift.” A paradigm shift refers to 

a fundamental change in the basic concepts and experimental practices of a specific 

discipline. It often occurs when new discoveries challenge existing theories and 

methodologies, leading to the reevaluation of beliefs and the emergence of new 

perspectives.  

Paradigm shift is a concept that was introduced and made known to the public by 

the American physicist and philosopher Thomas Kuhn in 1962. Even though Kuhn 

restricted the use of the term to the natural sciences, the concept of a paradigm shift 

has also been used in numerous non-scientific contexts to describe a profound 

change in a fundamental model or perception of events. 1 Thomas Kuhn presented 

 
1  See at https://en.wikipedia.org/wiki/Paradigm_shift 

mailto:erenetszabo@gmail.com
https://en.wikipedia.org/wiki/Thomas_Kuhn
https://en.wikipedia.org/wiki/Natural_sciences
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his theory in his book The Structure of Scientific Revolution.2 Kuhn proposed that 

science advances through a “series of peaceful interludes punctuated by 

intellectually violent revolutions” in which “one conceptual world view is replaced 

by another.” 

Even though Kuhn restricted the use of the term to the natural sciences, the concept 

of a paradigm shift has also been used in numerous non-scientific contexts to 

describe a profound change in a fundamental model or perception of events. 

Kuhn used the duck-rabbit optical illusion developed by the Austrian philosopher 

Ludwig Josef Johan Wittgenstein to demonstrate the way in which the paradigm 

shift could lead to different output one to see the same information in an entirely 

different way. 

 

Kuhn explains the development of paradigm shift in science in four stages: 

• Normal science; 

• Extraordinary research; 

• Adoption of a new paradigm; and 

• Aftermath of the scientific revolution. 

1.1 Definition of industrial revolution 

According to the Britannica, industrial revolution is the process of change from an 

agrarian and handicraft economy to one dominated by industry and machine 

manufacturing. These technological changes introduced novel ways of working and 

living. 

During the industrial revolution the work began to be done more and more by 

machines instead of hand operated processes made at home. The employment 

conditions in factories do not change much. However, many workers moved to the 

towns looking for a better life. 

The history of industrial revolutions possesses distinct and defining characteristics. 

The basic concept and its social dimension is changing and it reaches a real 

paradigm shift. Each revolution stage has advantages and disadvantages, introduces 

new challenges and contributes to the rise of economic development in individual 

countries and nations. 

 

  

 
2  Thomas S. Kuhn: The Structure of Scientific Revolution. 1962, University Chicago 

Press. ISBN 9780226458113 

https://en.wikipedia.org/wiki/Natural_sciences
https://en.wikipedia.org/wiki/Special:BookSources/9780226458113
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To understand the evolution, we categorize industrial revolutions into three stages: 

• pre-industrial revolution; 

• present industrial revolution; 

• post-industrial revolution. 

 

Each industrial revolution has six fundamental conditions: 

1 discovering and introduction of new technologies; 

2 introduction of innovative production systems and methods; 

3 use of new energy sources; 

4 modernization of communication and transportation systems; 

5 development of research systems and institutions; 

6 development of existing education systems and human capital, 

2 Evolution and history of the industrial revolutions 

First industrial revolution – ir 1.0 (from 1700s) 

The Industrial revolution started in the 18th century in the United Kingdom and later 

spread throughout the world. The First Industrial Revolution started in the 

beginning of the 18th century 1982-1940. and lasted somewhere Goods started to be 

produced in mass quantities in factories. Products were manufactured faster and 

cheaper. In 1712 Thomas Newcomen invented the atmospheric engine, which was 

operated by condensing steam drawn into the cylinder, thereby creating a partial 

vacuum that allowed the atmospheric pressure to push the piston into the cylinder. 

Newcomen engines were used throughout Britain and Europe. These engines 

pumped water out of mines. Hundreds were constructed throughout the 18th 

century. At the end of the 1700s, James Watt invented the steam engine, a machine 

https://en.wikipedia.org/wiki/Kingdom_of_Great_Britain
https://en.wikipedia.org/wiki/Europe
https://en.wikipedia.org/wiki/Mining
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using steam power to perform mechanical work. The adaptation of the steam engine 

to railways by the English engineer George Stephenson in 1829 revolutionized the 

whole transport system. 

In the field of textiles, in 1733 an English inventor John Kay patented the flying 

shuttle contributing to an increase in the output of a weaver. The series of new patent 

and mechanization efforts contributed to high textile product output. Although 

mechanization dramatically decreased the cost of cotton cloth, by the mid-19th 

century machine-woven cloth still could not equal the quality of hand-woven Indian 

cloth, 

This transformation changed not only the work done and the goods produced but 

also the relationship between people. The main features involved were 

technological, socioeconomic, and cultural changes. The technological changes 

included the use of new basic materials like iron and steel, use of new energy 

sources like coal, steam engines, electricity and petroleum, and division of labour, 

new organization of work in factories and specialization of function. Just as steam 

engines needed coal, steam power allowed miners to go deeper and extract more of 

these relatively cheap energy sources. The demand for coal would be needed to run 

not only the factories used to produce goods but also the railroads and steamships 

used for transporting them.  

Second industrial revolution – ir 2.0 (started in 1870)3 

Starting in the mid-18th innovation like the spinning jenny – a wooden frame with 

multiple spindles -, the flying shuttle, the water frame and power look made 

weaving cloth and spinning yarn and thread much easier. Production cloth became 

faster and requested less time and far less human labor. 

The Second Revolution brought about inventions in the methods and modalities of 

how energy was produced and used. It brought the use of internal combustion 

engines and electricity in industrial units. The Second Revolution also brought 

about a focus on steel production. Innovations in manufacturing changed the 

manufacturing processes, such as the establishment of a machine tool industry, the 

development of methods for manufacturing interchangeable parts, as well as the 

invention of the Bessemer process and open hearth furnace to produce steel. The 

key industry is automobile, but also steel and electrical appliances. The US has 

access to resources iron, coal, and oil. 

In 1876 Alexander Graham Bell invented the telephone, in 1897 Rudolf Diesel’s 

constructed the engine, while in 1903 Ford Motor Company and Wright brother’s 

airplane were discovered. In 1909 23% of industrial power was generated by 

electrical motors which number reached 77% in 1929. 6.7 million cars in the US in 

1919, by 1929 it was 23 million.  

 
3  See at https://www.internationalschoolhistory.com/ib-history---first-and-second-

industrial-revolution.html  

https://www.merriam-webster.com/dictionary/adaptation
https://www.britannica.com/biography/George-Stephenson
https://en.wikipedia.org/wiki/Machine_tool
https://en.wikipedia.org/wiki/Interchangeable_parts
https://en.wikipedia.org/wiki/Bessemer_process
https://en.wikipedia.org/wiki/Open_hearth_furnace
https://www.internationalschoolhistory.com/ib-history---first-and-second-industrial-revolution.html
https://www.internationalschoolhistory.com/ib-history---first-and-second-industrial-revolution.html
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After 1870 the large-scale expansion of rail and telegraph lines took place which 

allowed unprecedented movement of people and ideas, which culminated in a new 

wave of globalization. 

Third industrial revolution – ir 3.0 (from 1970s) 

The Third Industrial Revolution started in the '70s in the 20th century through 

partial automation using memory-programmable controls and computers. This is a 

period of technological advancement which continued to the present day. 

 

Beginning in the 1950s, the third industrial revolution brought semiconductors, 

mainframe computing, personal computing, and the Internet—the digital 

revolution.. Since the introduction of these technologies, we are now able to 

automate an entire production process - without human assistance. 

One consequence of the Third Industrial Revolution is that the number of blue-

collar workers will continue to decline while productivity increases. 4 More work 

will be done in from of a computer screens. 

Jeremy Rifkin author of the New Your Time in his work on  «The Third Industrial 

Revolution: How Lateral Power is Transforming Energy, the Economy and the 

World”, states that the five pillars of this Revolution are: 5 

• The transformation of renewable energies. 

• Use buildings on each continent in micro power plants to generate renewable 

energy. 

• Expand hydrogen and other storage technologies in every building, as well as in 

all energy storage infrastructure. 

• Use the internet to transform the global electricity grid into an energy network 

that acts as a connection to the internet. 

• Transition from fossil fuel vehicles to plug-in and fuel cell electric vehicles that 

can buy and sell green electricity through a smart, continental, interactive grid 

system. 

 

In the period of the Third Industrial Revolution a significant achievement was he 

introduction of the atomic energy in electricity generation, which fundamentally 

changed the global economy. 

 
4  Sandvik Coromant: https://www.sandvik.coromant.com/en-gb/defining-the-third-

industrial-revolution  
5  Jeremy Rifkin The third industrial revolution: How lateral power is transforming 

energy, the economy, and the world, PALGRAVE MACMILLAN, New York. 2011 

https://en.wikipedia.org/wiki/Globalization
https://www.sandvik.coromant.com/en-gb/defining-the-third-industrial-revolution
https://www.sandvik.coromant.com/en-gb/defining-the-third-industrial-revolution


32 

 

Fourth industrial revolution – ir 4.0 (starting from 2000) 

The 21st century characterised by the application of information and 

communication technologies to industry and it refers to the current era of 

connectivity, advanced analytics, automation, digital manufacturing 

technology. IR 4.0 offers four types of disruptive technologies as following: 

• connectivity, data and computation power: cloud technology connectivity, 

Internet, blockchain, using sensors; 

• analytics and intelligence: advanced analytics, machine leaning, use of artificial 

intelligence; 

• human-machine interaction: virtual reality and augmented reality, robotics 

automation and autonomous guided vehicles; 

• advanced engineering: additive manufacturing, such as 3D printing, 

renewable energy, such as solar energy, geothermal energy and wing energy. The 

key achievement is the introduction of massive electricity consummation.  

 

The technological development generated a significant impact in individual 

industries. Technological adaptation has become a key factor, since the new 

technological achievement concluded in increase in productivity. Demographics 

have changed. Even the skills that brought our society to where we are today have 

changed. Leaders must account for these transformations or risk leaving behind 

their companies, their customers and their constituents. Unfortunately humans 

pushed into the background. 

Fifth industrial revolution – ir 5.0 (started from 2020) 

Regarding the content of the Fifth Industrial Revolution concept, there is no 

consensus. IR 5.0 encompasses the notion of harmonious human-machine 

collaborations, with a specific focus on the well-being of the multiple stakeholders 

including society, companies, employees and customers. The conceptual 

framework bases on the people-centeredness and employee well-beings.IR 5.0 

enhances human work with machines, but do not replace the human being.  

While IR 4.0 focuses on the use of automation and robotics, the IR 5.0 puts the 

focus on people.IR 4.0 focuses on connecting machines, IR 5.0 is dedicated to 

customers. IR 5.0 puts technology at the service of people. 

Industry 5.0, often referred to as the Fifth Industrial Revolution, is a new 

development model promoted by the European Commission and described in the 

report Industry 5.0. 6 „Industry 5.0 attempts to capture the value of new 

technologies, providing prosperity beyond jobs and growth, while respecting 

 
6  European Commission, Directorate-General for Research and Innovation, Breque, M., 

De Nul, L., Petridis, A. Industry 5.0. Towards a sustainable, human-centric and resilient 

European industry. Published in 2021. See at https://op.europa.eu/en/publication-

detail/-/publication/468a892a-5097-11eb-b59f-01aa75ed71a1/   

https://op.europa.eu/en/publication-detail/-/publication/468a892a-5097-11eb-b59f-01aa75ed71a1/
https://op.europa.eu/en/publication-detail/-/publication/468a892a-5097-11eb-b59f-01aa75ed71a1/
https://op.europa.eu/en/publication-detail/-/publication/468a892a-5097-11eb-b59f-01aa75ed71a1/
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planetary boundaries, and placing the wellbeing of the industry worker at the centre 

of the production process.” 

According to the Hungarian Ministry for Economy the concept of the IR 5.0 is still 

only along theoretical connection. For companies the primary priority is adapting 

the achievement of IR 4.0 and to increase the productivity. One of the biggest 

hindering factors is moving towards IR5.0 is the trust in technology and its 

acceptance. László Kovács, the Head of the Industry 4.0 Technology Centre at the 

Budapest University of Technology and Economics states, that “it is too early to 

talk about the Industry 5.0, because the challenge called by Industry 4.0 has not 

taken place in 90% of the companies.” 

The Japan plan to “balance economic development and social issues through 

systems that integrate cyberspace (virtual space) and Physical space (real space) at 

a high level” as SOCIETY 5.0 is the most advanced and leading concept. In fact, 

Japan  for long time achieves coexistence with society and the environment and 

action thought new human-centred concept. Society 5.0, also known as the Super 

Smart Society, is a concept for a future society created through a new industrial 

revolution, introduced by the Japanese government in 2016. The plan proposes 

integrating various technologies, such as artificial intelligence, more effectively into 

society. 

Japan's National Institute of Advanced Industrial Science and Technology report 

lists the following six topics as basic technologies for realizing Society 5.0: 7 

• Technology for enhancing human capabilities, fostering sensitivity, and 

enabling control within Cyber-Physical Systems (CPS). 

• AI hardware technology and AI application systems. 

• Self-developing security technology for AI applications. 

• Highly efficient network technology along with advanced information input and 

output devices. 

• Next-generation manufacturing system technology designed to facilitate mass 

customization. 

• New measurement technology tailored for digital manufacturing processes. 

 

 
7  https://en.wikipedia.org/wiki/Society_5.0  

https://en.wikipedia.org/wiki/National_Institute_of_Advanced_Industrial_Science_and_Technology
https://en.wikipedia.org/wiki/Mass_customization
https://en.wikipedia.org/wiki/Mass_customization
https://en.wikipedia.org/wiki/Society_5.0
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Figure 1 

The steps of industril revolutions 

Source: Antonio Clim  

at https://www.researchgate.net/figure/Industrial-revolutions-5_fig1_334390284  

Sixth industrial revolution – ir 6.0 (probably in 2030) 

Industry 6.0 incorporates advanced electricity storage systems. 

IR 6.0 is characterized by using advanced technologies such as quantum computing, 

and nanotechnology over the pre-built Industry 5.0 architecture. These technologies 

will enable more efficient and effective solutions to solve complex problems, as 

well as the potential for new business models.   

The use of Industry 6.0 technologies will also provide the potential for advanced 

robotics, and increased safety and security in production and manufacturing 

processes. Additionally, the use of blockchain technology will enable secure and 

reliable data-sharing and communication between connected devices, as well as the 

potential for new economic models. Ultimately, the use of Industry 6.0 will continue 

to revolutionize the way we produce, manage, and consume goods, services, and 

information but as with any technological advancement, Industry 6.0 may also have 

some potential drawbacks or negative impacts. 

Seventh industrial revolution – ir 7.0 (2050-2070) 

Forecast by Maio Arturo Ruiz Estrada 

 

The IR 7.0 concentrates around Natural Organic Artificial Intelligence Systems 

(NOAI-Systems), involving intricate interplay of sensors, microchips, neural 

artificial networks, mega-computers, complex intelligent auto-sustainable software 

systems, and practical applications grounded in robust ... 

Research curried out by the NOAI foresees that by the year 2050, a paradigm shift 

in production and consumption models will manifest, characterized by the adoption 

of clean energy sources and mechanism, advanced autonomous production systems 

under robotics and Artificial Intelligence (AI), environmentally friendly products 

https://www.researchgate.net/figure/Industrial-revolutions-5_fig1_334390284
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designed for easy recycling, and the implementation of cost-effective mass 

transportation systems. 

 

 

Figure 2. 

The tranformation journey of industrial revolution 

from IR 1.0  to IR 6.0 
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Summary and conclusion 

 

• We have concluded that every industrial revolution can generate diverse impacts 

on the economic, social, political, and technological realms, progressively 

manifesting at different magnitudes and levels. 

• A noteworthy observation is that the primary impact of any industrial revolution 

is predominantly on the economic and technological domains.  

• However, the key discovery underscores that the most significant impact of any 

industrial revolution lies in the dynamic and unforeseen changes within the 

labour market, leading to the emergence of new labor divisions and 

specializations.  

• In the initial stages of any industrial revolution, a substantial increase in 

unemployment is anticipated, paving the way for the creation of new job niches.  

• There is a rapid transformation in the actual education system. 
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The switch between the traditional Olympic and 

Paralympic Games model and the new Paris 

2024 model: A research perspective 

Pascal Ricordel 

EDEHN, Université Le Havre-Normandie, pascal.ricordel@univ-lehavre.fr  

Abstract:Rising local costs, environmental damage, negative responses from local 

populations, and the abandonment of candidacies have made the Olympic and Paralympic 

Games model no longer sustainable for mega-events. The Olympic games that are to be held 

in Paris in 2024 must involve rebuilding a better Olympic and Paralympic Games (OPG) 

model with high global and local value and low direct local costs. Like London, Paris is a 

city shaped by heritage and will use this sporting and cultural heritage as a central element 

for the OPG model to become sustainable. This case study attempts to capture the shift 

between the circular heritage model (use of existing heritage) proposed by Paris and the 

traditional model illustrated by London 2012 by presenting the SWOT matrices of the two 

models. 

Keywords: Circular model, Heritage city, Olympic and Paralympic Games, Paris 2024 

Introduction 

The Olympic and Paralympic Games (OPG) are a global event that have many 

positive effects, including being economically beneficial for the city that hosts the 

games. The OPG mega-event is a specific model in which the event takes place in 

one city and lasts no more than one month. This model is intended to provide the 

host city with a long-term legacy, as encouraged by the International Olympic 

Committee (IOC) since the games were held in Melbourne in 1956. However, the 

model is on decline due to negative effects from hosting the OPG and seems no 

longer sustainable. Paris 2024 is proposed as a new OPG model capable of resolving 

the weaknesses of the traditional model by establishing a circular heritage model 

that uses and reuses existing cultural and sport heritage sites (Ricordel, 2023). This 

research paper aims to study the evolution of the OPG model with the proposal of 

the Paris 2024 model. To do this, we present SWOT matrices that compare London 

2012 and Paris 2024. We adopt the Plan Quality Evaluation methodology (Ricordel, 

2022), which consists of applying the data triangulation process of Denzin (1978) 

to 11 official public documents and internet sites that are published or available in 

mailto:pascal.ricordel@univ-lehavre.fr
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preparation for the event by official organizing institutions and stakeholders. The 

information linked to the SWOT matrices is therefore based on the planning 

established four years before the event. Only for the “threat” quarter of the SWOT 

matrices do we take into account post-event information from academic studies in 

the literature. This article is organized as follows. In the first section, we address 

the question of why is the OPG model changing? In the second section, we 

demonstrate the differences between the traditional linear model and the new 

circular model of Paris 2024. In the third section, we present the results of our case 

study, showing the SWOT matrices for the traditional OGP of London 2012 and the 

circular model of Paris 2024. 

1 Why a new OPG model? 

The OPG begins with a giant, emotional opening ceremony followed by events that 

can inspire an entire generation. This mega-event is a global public good, first as a 

philosophy inherited from the Greeks based on cardinal virtues such as friendship, 

respect, and excellence inscribed in the stone of an Olympic charter defending 

peace, inclusion, and effort. Second, it is a movement aiming for a more peaceful 

world built on sport and education accompanied by numerous public policies 

focused on promoting cultural events, education, sport and initiatives, and health. 

Third, it is an accessible, televised event with 4 billion viewers and over 350,000 

hours of free streaming. 

Regarding the host city, the OPG event is likely to bring more economic benefits 

and visitors to the hosting city due to the heritage that remains longer than the event 

itself (Gratton & Preuss, 2008). All the new tangible heritage assets produced by 

the OPG include sports facilities, the Olympic village, and urban regeneration. 

However, there is also the intangible heritage linked to the games and the 

attractiveness of a highly publicized city during the event. Finally, the legacy of the 

Olympic Games generally extends well beyond sport and involves long-term 

economic, tourism, social, and environmental outcomes for the host city and the 

ability to accelerate or initiate changes in the material/social infrastructure and 

culture, thereby transforming the urban order (Essex and Chalkley, 1998; Hiller, 

2006). This catalytic effect, where the city, region, state, and a myriad of actors are 

oriented in the same direction, is an opportunity to promote public policies (Gignon, 

2023) in terms of education, health, sports, and inclusion after the OPG. The 

creation of new heritage sites has been the pillar of the OPG's sustainability model, 

as stated in the IOC agenda since 1956 (Gammon & Ramshaw, 2014). This is 

expected to have long-term positive effects on inhabitants and largely offset the 

negative effects associated with a very expensive and short-lived event. Heritage is 

the control variable used to enhance the OPG model for the host city. 
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However, despite the heritage associated with the OPG, the model has suffered from 

increasing threats with a growing disconnect between the expected and realised 

economic benefits of hosting the OPG (Scandizzo & Pierleoni, 2017) and the 

increase in direct and indirect costs for host cities (Müller et al., 2022). Faced with 

the issue of mega-events (Müller, 2015) characterized by stronger local resistance 

and the withdrawal of several candidate cities (e.g., Boston, Budapest, Rome, 

Hamburg, Munich), the strengths of the OPG model seem to be counterbalanced by 

its weaknesses, notably the financial burden of hosting the games and the difficulties 

of maintaining the Olympic facilities afterwards. First, local organizational costs 

have been on the rise: Athens 2004 cost €9 million; Beijing 2008 cost €30 million; 

London 2012 cost €13 million; and Rio 2016 cost €16 million. Second, there is an 

increase in hidden indirect costs during the event such as security costs, traffic 

disruptions, congestion costs, and market disruption. Third, there is a rising risk of 

“white elephants”, those sport structures that put strains on a city and become 

largely unused after the event.   

 

 

Figure 1 

White elephant from Athens 2004 

Source: The author 

Fourth, disruption due to the OPG leads to a growing gap between the diffused 

global benefit and the concentrated local costs in congestion and security for the 

event—the so-called mega-event syndrome (Müller, 2015). Fifth, there was visible 

organised resistance from non-stakeholders and passive resistance from the 

population who “voted with their feet” during the event, with a measured loss of 

buy-in from the local population. Sixth, the withdrawals of several other candidate 

cities (e.g., Boston, Budapest, Rome, Hamburg, Munich) precipitated the end of the 

model, leaving Paris as the only candidate for 2024. 

The urgent need to improve was affirmed in the IOC Agenda 2020, where 

sustainability became a key goal (Zembri & Engrand-Linder, 2023) with a focus on 

reinforcing more heritage, paying more attention to environmental considerations, 
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and lowering costs. In the difficult context of converging economic and 

environmental crises, Paris 2024 took up the challenge of rebuilding a new OPG 

model that preserved the magic of the event while placing it on a sustainable path 

by significantly reducing costs, eradicating the risk of the white elephant, and 

guaranteeing a neutral environmental impact on the local city. To meet this 

challenge, Paris 2024 articulated the concept of a circular economy by emphasising 

the use of existing cultural and sports-related heritage sites (Ricordel 2023). This 

model is opposed to the traditional OPG model, which is linear and has a high 

potential for waste. The next section aims to highlight the shift that differentiates 

the Paris 2024 OPG model from older models. To do this, we refer to the London 

2012 and Paris 2024 as case studies. Our analysis of qualification and consequences 

is based on the study of 11 documents made public by the organisers and the main 

official actors of Paris 2024 and London 2012 by triangulating the data and sources 

(Denzin, 1978) to understand the main characteristics and identify the strengths, 

weaknesses, and opportunities in the SWOT matrix of Section 3. 

2 What is the shift in the Paris 2024 OPG model? 

To capture the evolution towards the new regenerated OPG model of Paris 2024, 

we describe the main characteristics of the two OPG models, the traditional OPG 

exemplified by London 2012 and the circular heritage OPG Paris 2024. 

• The traditional OPG model is linear 

The traditional OPG model is based on the creation of a new physical sports heritage 

site and ambitious urban regeneration projects (Boukas et al., 2015). It is designed 

as a linear model whereby new infrastructures are built and added to existing but 

ageing infrastructures. London 2012 showed great promise in terms of local heritage 

with the regeneration of the Thames Gateway and the many new facilities created 

in the Stratford area as a part of urban regeneration. The main features are as 

follows: 

1 – Regenerate a disadvantaged area 

2 – Most venues are new construction 

 3 – Concentrating on a large territory 

London 2012 OPG created 11 new venues: the Olympic Stadium, Olympic Village, 

Media Complex, Aquatic Centre, Water Polo Arena, Riverbank Arena, Lee Valley 

White Water Centre, Olympic Stadium Park BMX, basketball arena, the Copper 

Box Velodrome, and the Lee Valley Velo Park. Ten new venues (including the 

Olympic Village and Media Complex) were concentrated in the Stratford area to 

form the Queen Elizabeth Olympic Park, a 2.5 km2 area aimed at regenerating the 
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Thames Gate to the east of London. This Olympic Park for London 2012 

exemplified the traditional linear model with a large investment in new sports and 

hospitality infrastructure. This park, coupled with a new shopping centre (Westfield 

Centre) aimed at regenerating the Stratford area, represented the main tangible 

legacy of the games. The London 2012 Olympic bid was based in part on the vision 

of creating a lasting legacy for London and the United Kingdom. The legacy 

objective of the London Organising Committee of the Olympic and Paralympic 

Games (LOCOG) has been clearly expressed in the Legacy Action Plan priority: to 

make the Olympic Park a model of sustainable living through the creation of one of 

Europe's largest urban parks (250 ha), demonstrating that the UK is a great place to 

live, work, and do business, and establish the UK as a leading nation in sports. 

Accordingly, the Thames Gateway, which has been given top priority, is almost 

eight times the size of the Paris 2024 urban regeneration zone. 

• The Paris 2024 OPG is a circular heritage model 

Paris 2024 calls for a new circular heritage model for future OPGs and has 

the following characteristics: 

1 – Reuse of prestigious sports heritage sites 

2 – Use of prestigious cultural heritage sites as sports venues 

3 –Decentralisation of sports sites 

A circular economy is the opposite of a linear economy, which uses resources and 

disposes of them as waste (London 2012 did not reuse the London 1948 Olympic 

Stadium at Wembley). A circular economy is a system in which the continuous use 

of resources minimises all forms of waste (Lacy et al., 2020). Implementing the 

concept of circular heritage implies that each system has the potential to become 

circular (Levoso et al., 2020). In the case of Paris 2024, this involves the adaptive 

reuse of cultural sites (Foster, 2020; Foster et al., 2021; Rudan, 2023) and sports 

sites (Wergeland & Hognestad, 2021) as antidotes for excessive spending and 

accumulation of waste in buildings (Mercader-Moyano, 2017; Charter, 2018). 

In other words, the Paris 2024 model is built upon reusing existing cultural and 

sports heritage facilities. The Seine River will be temporarily used for the opening 

ceremony, and a number of temporary venues will be also set up at heritage sites 

such as the Eiffel Tower, Place de la Concorde, Grand Palais, Trocadéro, and Paris 

City Hall. Sports heritage sites, such as the Stade de France, which hosted the 1998 

Football World Cup, will also be used. Overall, 95% of the OPG sites in Paris will 

be recycled heritage sites, while 5% will be new sites. Compared to the 11 new 

venues for London 2012, the new venues are limited to four permanent venues: the 

Olympic Village, Media Cluster, Aquatic Centre, and Arena Porte de la Chapelle. 

In total, 22 cultural and sporting heritage sites out of 26 sites are reused (85%), with 

14 temporary sites located in prestigious heritage sites (63% of valued heritage, 
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54% of total sites). Regarding sporting events, 42 sports take place in reused venues, 

while only five take place in new venues. Finally, the regeneration legacy focuses 

on three areas in the north-east of Paris: the new mixed district “Pleyel-Bord de 

Seine”, which is 35 ha in Seine-Saint-Denis, the new 25 ha city-park district of Le 

Bourget (Seine-Saint-Denis), and the regeneration of the Porte de la Chapelle. 

Paris 2024 claims a neutral environmental impact at the forefront of its heritage and 

sustainable development plan: “Our objective is to halve the emissions linked to the 

Games, while offsetting even more CO2 emissions than we will generate.” Paris 

2024 placed drastic cost reduction and environmental responsibility as its main 

objectives, paying close attention to climate and environmental considerations with 

100% renewable energy, a circular economy without waste, sustainable food, 

responsibility digital technology, the development of clean mobility solutions, and 

the protection of biodiversity and water management of the regenerated Seine 

ecosystem. The new city-park project in Seine-Saint-Denis is based on a 13-ha 

regeneration project park, and the new Pleyel-Bord-de-Seine district, a 10-ha green 

park with 100% bio sourced materials. 

 

 

Figure 2 

Circular venues in Paris 2024 

3 Which consequences? The SWOT approach 

The results of the study are presented in the form of SWOT matrices representing 

the traditional modal model and the circular model of Paris 2024. 
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STRENGTHS 

- A light spot on a city, a country, 

with 4 billion TV viewers 

- An emotional imprint that lasts at 

least one generation 

- Tourist and business attractiveness 

with an economic multiplier of 

growth 

WEAKNESSES 

- Rising organisational costs 

- Rising indirect tangible and 

intangible costs: security, 

environment damage, local side-

effects during the event 
 

OPPORTUNITIES 

- Creation of sport facilities for the city 

and country 

- Catalyst effects for big projects that 

are otherwise politically difficult to 

initiate 

- Urban regeneration of a 

disadvantaged neighbourhood 

THREATS 

- Visible and organised resistance by 

local non-stakeholders 

- Environmentally unfriendly 

- Lack of candidate cities 

Table 1 

SWOT matrix for the traditional OPG (Source: Author) 

As mentioned in parts 1 and 2, the mega-event is likely to bring numerous benefits 

to the host city and constitutes a real opportunity to execute otherwise politically 

difficult projects in the areas of social interest, transport, and inclusion. If we 

consider the direct negative effects associated with traditional OPG, then we see 

that the literature highlights the enormous organisational and environmental 

damage of the OPGs. Of course, indirect costs are also mentioned, but they are 

offset by the reality of the heritage and legacies after the OPG. Resistance and a 

lack of candidate cities are strongly associated with cost and environmental factors. 
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Table 2 

SWOT matrix of the Paris 2024 model (Source: Author) 

By comparing the two matrices, we observe similarities and differences in each 

quadrant. It is striking that OPG Paris 2024 response to remedy the weaknesses of 

the traditional model is to eliminate the high costs and adverse environmental 

impacts, resulting in an eco-friendly and low-cost event. The circular model 

reinforces the possible weaknesses of the problematic traditional OPG model while 

retaining the benefits and magic of the event for the city. However, the factor of 

tourist and commercial attractiveness disappears because the level of regeneration 

and new infrastructure is very limited in the circular model. Furthermore, we 

observe that the indirect material and intangible costs associated with the event also 

remain high in the circular model due to security and the congested cost of hosting 

multiple events in the city centre. 

STRENGTHS 

- A spotlight on a city, a country, 

with 4 billion TV viewers 

- A low-cost organisation (the 

cheapest in the recent history with 

6.6 B€ in constant euros) 

- An emotional imprint that lasts at 

least one generation 

- An eco-friendly event 

WEAKNESSES 

- Limited impact in city development 

- Limited heritage perspective 

- Rising indirect tangible and 

intangible costs (lack of public 

support risk) 

- More market regulation with short 

term vision and risk of corruption 

OPPORTUNITIES 

- Catalyst effect for big environmental 

projects that are otherwise politically 

difficult to initiate 

- Spreading effects on a larger part of 

population with decentralisation of 

sport competition 

THREATS 

- Visible and organised resistance by 

local non-stakeholders. 

- Waste of money with no sense decision 

(clean river seine project = 1 B€) 

- A locked model for potential new 

candidates 

- No legacy supervision by authority 

after the OPG (specific to Paris 2024) 

- Eviction effect of tourists with the reuse 

of cultural heritage 
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When we consider threats, we see the same level of resistance, our study identifies 

new threats that appear with the circular model. The first and specific choice of 

decision-makers is the waste of money with the decision to organise a swimming 

competition in the Seine River. This is a problematic decision since several long-

term aquatic complexes could have been built in the same area for 1 billion euros. 

In the same vein, the decision of the Paris 2024 OCOG not to create a post-match 

heritage agency (unlike London 2012) will limit the benefits to be expected after 

the games. More importantly, two threats need to be considered in this model. First, 

there is an eviction effect with the crowding out of tourists hoping to visit the area 

due to the inability to move easily from one place to another, which can lead to the 

risk less visitors. In London 2012, instead of welcoming 300,000 visitors per day, 

the city only saw 100,000 per day. Second, since the circular heritage model uses 

existing cultural heritage sites to reduce direct costs, there is a serious threat of 

eliminating the candidacy of cities with limited cultural heritage. Therefore, there 

is a ‘lock-in’ risk that is not consistent with the Paris 2024 motto of “games wide 

open.” 

 

Conclusion 

This study analysed the evolution of the OPG mega-event with Paris 2024. The 

Parisian model is a circular heritage model that aims to “bring home the gold” to 

the OPG by reducing direct costs and guaranteeing an environmentally friendly 

event. The new model eliminates the main weaknesses of the traditional model. 

However, the sustainability of such a model is still questionable because of the 

eviction effect for tourists and the ‘lock-in’ effect for future OPG candidacy. When 

the mega-event occurs in the city centre, it risks creating a ghost city, and when the 

model is based on pre-existing cultural and sporting infrastructures, the number of 

potential candidates is reduced, making the games less open, contrary to what the 

committee in charge of the OPG Paris 2024 claims. 
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1 Introduction  

1.1 Regional overview 

In recent years, the labour markets in the former Eastern European bloc countries 

and the V4 countries have undergone significant changes, which have also changed 

the relationship between workers and employers. One of the key issues in these 

countries is the dramatic increase in labour shortages, which have been influenced 

by demographic factors, emigration and EU-wide wage differentials. An empirical 

study has investigated the characteristics of HR systems in the V4 countries, whose 

authors were 

Two or three decades ago, lifelong employment in the same company or 

organisation was widespread in the V4 countries (Czech Republic, Poland, 

Hungary, Slovakia). This is now a thing of the past. Today, one of the key issues in 

these countries is the dramatic increase in labour shortages, which have been 

influenced by various factors. These include emigration after the change of regime, 

unfavourable demographic trends, the economic crisis and wage differentials within 

the European Union. Today, three other crisis factors are linked to the causes 

mentioned above: the Covid-19 pandemic and its consequences, Russia's war with 

the Ukraine which has been going on for more than two years, and the recent 

regional Arab-Israeli war conflict. 

In this situation, five universities (University of Silesia, Czech Republic; Hungarian 

University of Agriculture and Life Sciences and Széchenyi István University, 

Hungary; University of Szczecin, Poland and Matej Bel University in Banská 

Bystrica, Slovakia) undertook to collect information on the HR activities of 

organisations in each of the V4 countries and to compare this information. The 

online questionnaire survey took place between 1 May 2023 and 30 November 

2023, and a total of 2,094 analysable and assessable responses were received from 

different organisations (companies and institutions) in the four countries. 
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Characteristics Czech Republic 

(CZ) 

Hungary 

(HU) 

Poland 

(PL) 

Slovakia 

(SK) 

Population 

(million people) 
10.9 9.8 19.2 5.45 

GDP (%) 0.18% -0.90% 0.23% 1.10% 

Unemployment 

(%) 

3.70% 5.10% 3.61% 2.22% 

Minimum wage 

(euro/month) 

651 547 641 646 

Hourly cost 

(euro/ working 

hour) 

15.5 10.4 11.5 14.2 

Table 1. 

Main characteristics of the countries surveyed 

Source: [1] Note: the monthly minimum wage in EU countries was between €477 and €2571 in 

January 2024 [2] 

1.2 Survey sample 

Nearly 13.92% of the respondents were nationally owned public organisations or 

companies and 86.08% were private companies. 80.44% of all respondents 

belonged to organizations employing less than 250 people. The distribution of 

respondents by sector varies considerably between countries. Respondents 

providing business services account for the largest share of respondents in the four 

countries surveyed, with an average of 27.60%. Whereas respondents from the 

industrial sector accounted for 19.85% of the responedents, and respondents from 

the retail sector accounted for 14.42% of the responedents.  The highest proportion 

of the organisations surveyed (53.94%) had been in business for more than 15 years 

[3]. 

1.3 The role and importance of HR 

According to our results, the three most important HR processes and activities in 

the four countries were (1) employment management and termination, (2) personnel 

control and (3) talent management. The present survey also shows that the COVID-

19 epidemic has had a significant impact on the management of HR functions and 

tasks in the countries studied and revealed the importance of a number of HR 

management trends. The impact of teleworking has increased the importance of HR 

digitalisation during COVID-19. 
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Various global, regional and local studies [4]  show that on average more than 60 

percent of the world's organisations have some kind of HR strategy. This figure is 

much lower for SMEs. In this survey, as we have indicated it earlier, 2,092 

respondents from V4 countries have said that 48.85 percent of them have some kind 

of HR strategy. 

2 HR functions  

2.1 Jobs and job definitaions 

A job (job description) is the smallest identifiable unit in the organisation, with a 

purpose, dynamics, qualitative and quantitative characteristics, and individual 

responsibility by the job holder [5], [6]. 

Our survey shows that the average up-to-dateness of job descriptions in the 

responding organisations is relatively low (23.16%). Respondents in all four 

countries ranked tasks and duties first, results and responsibilities second and 

competences third. 

2.2 Recruitment-selection 

The labour market in the V4 countries has changed significantly over the past 

decades [7]. Nowadays, these countries are also facing labour shortages in an 

increasing number of areas, so employers need to take prudent steps to retain their 

workforce. 

 

Online job advertisements were the most important recruitment and selection tool 

in the four countries surveyed, followed by letters of recommendation, and the third 

most common recruitment and selection tool was referrals from friends and 

acquaintances. The results of a country-by-country survey show that in the Czech 

Republic, however, the HR department relies almost equally on letters of 

recommendation and referrals from friends. In Slovakia, human relationships also 

play a prominent role in recruitment, but firms in Hungary make much less use of 

the latter option. 
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selection methods and 

techniques 

CZ HU PL SK Total 

selection based on the 

applicant's documentation 

(CV, application form, 

referrals) 

83.41 68.96 69.40 86.72 77.12 

interview: structured 86.06 50.39 27.00 88.80 63.06 

interview: unstructured 59.38 27.58 26.60 41.15 38.68 

tests: expertise/experience  
30.29 48.01 5.40 30.99 28.67 

tests: skills (thinking, 

behavior)  
29.09 25.99 26.80 32.03 28.48 

tests: personality (types) 15.87 34.48 14.00 11.98 19.08 

social media profiles 12.26 13.53 11.80 9.64 11.81 

tests: intelligence (IQ, EQ) 6.25 17.50 13.20 5.47 10.61 

assessment center            4.69 10.87 5.20 7.55 7.08 

others 0.36 0.26 1.20 0.00 0.46 

Total 100.0  100.0  100.0  100.0  100.0  

Table 2. 

Use of selection methods and techniques (%) 

Source: authors' own editing 

2.3 Education-training 

One of the important issues in any change process is how and in what way we train 

and develop the people affected or influenced by the change. Answering this 

question is difficult because, according to  [8: 275] "it is not easy to find a clear 

causal link between spending on staff development and the economic performance 

of a company".  

Our survey results show that courses/lectures are the most commonly used training 

methods (48.04%) in the four countries. E-learning, which is gaining momentum in 

the wake of the covid epidemic, also features prominently among the training 

methods, especially in Hungarian companies, where 57.82% of the companies 

surveyed use it. The importance of e-learning is likely to remain outstanding in the 

future due to its enduring benefits such as flexibility, accessibility from anywhere, 

from any device, and the possibility of collaboration for geographically dispersed 

workers.  Despite the difficult economic situation, organisations (87.7%) have not 

cut their training budgets. 
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2.4 Performance Appraisal / Performance Management 

Traditionally, the main purpose of performance appraisal systems and methods used 

in practice has been to establish pay and incentives [9]. Today, this trend has been 

complemented by other business objectives (e.g. staff development, promotion, 

etc.) [10], [11]. 

Our present research also confirmed our findings from other research (Cranet) that 

performance appraisal is most often (70.71%) used for incentive (remuneration) 

purposes. But it is also a welcome fact that training and development was the second 

most frequently mentioned purpose of performance appraisal. 

2.5 Occupational health and safety 

Responses from the majority of organisations in the V4 countries participating in 

our research show that the organisations surveyed recognise the importance of 

health and safety regulation. The highest number of positive responses (yes) came 

from Hungary (75.82%), while the lowest number of positive responses (yes) came 

from the Czech Republic (57.33%). 

2.6 Incentives-benefits 

The survey shows that the various incentives and benefits account for the largest 

share (65.18%) both in the V4 region and in each country. There is a significant 

difference between countries in the use and purpose of bonuses: while in Hungary 

75.33% of organisations use this reward, only 54.45% of organisations in the Czech 

Republic do so. Among the differences between countries, it is important to note 

that in Hungary almost 80% of organisations provide their employees with a 13th 

or 14th monthly salary, while in Poland this figure is only 15.8%. 

In addition, the most common benefits in Hungary are company mobile phone and 

car insurance, travel expenses, sick leave, housing allowance, flexible working 

hours, free drinks, relaxation room, childcare and foreign language courses. 

Slovakia has the highest rate of pension savings (39.32%). 

Compared to the other three countries, Poland leads only in providing life insurance 

(31.20%) and health insurance (36.40%), with the other benefits playing a less 

important role in this country. The situation is similar in the Czech Republic, which 

ranks first in the region in terms of providing extra paid leave. Among the benefits 

surveyed, flexible working hours (45.78%) and free drinks (45.78%) rank second 

and third in the region. The use of wellbeing-related benefits such as relaxation 

space (14.62%) and massage at work (6.25%) were rated relatively low in the 

region. 
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2.7 ESS (Employee Self-service) Information System 

Our results show that a quarter of respondents (26.04%) in the V4 region and in 

each country use the ESS. The results suggest that the use of ESS information 

systems (ESS-SPIS) is not yet widespread in the V4 region. It remains a successful 

tool for large organisations. More than one third of the surveyed companies in 

Poland (36.00%) use self-service information systems, while it is in Slovakia that 

the ESS information system is used by the fewest companies (19.27%).  

2.8 HR controlling 

In the V4 region, more than a third of the organisations (38.86%) do not use HR 

controlling solutions at all. However, the majority of organisations with a 

controlling system (29.3%) use both operational (operative) and strategic 

controlling tools. One fifth of the surveyed organisations (21.09%) use only 

operational tools for their controlling processes. On the other hand, there are some 

organisations (10.75%) that use only strategic controlling tools. A comparison of 

the countries surveyed shows that the largest proportion of domestic organisations 

(35.10%) use complex (operational and strategic) HR controlling tools and 

processes. In a comparison of the four countries surveyed, organisations in the 

Czech Republic are the least likely to apply personnel controlling solutions. In 

summary, controlling-based monitoring of HR processes can be identified as an area 

to be developed in the V4 region, as almost 40% of the surveyed organisations do 

not use HR controlling tools at all. 

2.9 HR outsourcing 

The majority of respondents in all V4 countries, with an average of 65.73%, have 

indicated that they have no experience of outsourcing the HR processes. Positive 

experiences with HR outsourcing were more common than negative experiences in 

all countries surveyed, with an average of 27.87% of respondents reporting positive 

experiences and 6.21% reporting negative experiences. This indicates that the 

majority of those who tried HR outsourcing found it beneficial and useful. 

 

Conclusions  

The research presented here cannot, of course, cover all aspects of the research topic 

due to the limitations of the scope and the time and capacity available. Furthermore, 

the aim was not to compare our empirical experiences described here with other 

publications in the literature, but to publish new information as quickly, efficiently 

and purposefully as possible. So now we have outlined only the most important 

characteristics, trends and trends.  
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Abstract: Virtual Reality (VR) systems represent a significant technological advancement 

with applications in gaming, healthcare, education, and professional training. Despite their 

transformative potential, VR systems are increasingly vulnerable to security threats due to 

their complex interactions between hardware, software, and user data. This paper explores 

the inherent security weaknesses in VR systems through a comprehensive analysis of both 

hardware and software vulnerabilities. The VR technology landscape is reviewed to 

understand the critical components and their functions, followed by a detailed examination 

of various security vulnerabilities, including operating system exploits, application security 

flaws, physical tampering, and sensor manipulation. The potential impact of these 

vulnerabilities is illustrated through attack scenarios, emphasizing the risks of unauthorized 

access, data breaches, and compromised user safety. The paper concludes with a summary 

of key findings and a table evaluating the threat levels of different vulnerabilities, providing 

a framework for prioritizing security measures and developing robust defenses against 

potential threats. Ensuring the security of VR systems is essential for safeguarding user data, 

maintaining functionality and fostering trust in this rapidly evolving technology. 

Keywords: Virtual Reality, Data Privacy, System Resilience, Vulnerability Assessment, 

Software Protection, Hardware Security 

1 Introduction 

Virtual Reality (VR) systems represent one of the most transformative technological 

advancements of the 21st century. By simulating immersive environments, VR has 

found applications across a wide range of fields, including gaming, healthcare, 

education, and professional training. In gaming, VR offers unprecedented levels of 

interactivity and immersion, enabling players to experience digital worlds in a more 

engaging and lifelike manner. In healthcare, VR is utilized for surgical simulations, 

pain management, and rehabilitation, providing innovative solutions that enhance 

patient care and outcomes [1]. Educational institutions leverage VR to create 

interactive learning experiences that can simulate historical events, complex 

scientific concepts, and real-world environments, thereby enhancing the learning 

process [2]. Similarly, professional training programs employ VR to offer realistic 

mailto:frankl.daniel@stud.uni-obuda.hu
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simulations for skills development in fields such as aviation, military training and 

emergency response [3]. 

Despite its transformative potential, the increasing reliance on VR technology 

brings significant security challenges. As VR systems become more sophisticated 

and pervasive, they also become prime targets for malicious actors. The unique 

nature of VR, involving intricate interactions between hardware, software, and user 

data, presents a complex landscape for security vulnerabilities. Understanding and 

addressing these vulnerabilities is crucial to ensuring the safety, privacy, and 

integrity of VR systems. 

The objective of this paper is to explore the security weaknesses inherent in VR 

systems, providing a comprehensive analysis of both hardware and software 

vulnerabilities. To set the stage for this exploration, the second section of the paper 

reviews the VR technology landscape. This section delves into the various hardware 

components, such as headsets, sensors, and controllers, that are essential for VR 

operations. It also discusses the software components, including operating systems, 

applications, and network protocols, that drive the functionality of VR systems. By 

examining how these components work together to create immersive experiences, 

potential points of vulnerability within VR systems are better understood. 

The third section of the paper focuses on security vulnerabilities in VR systems. 

This section provides a detailed analysis of the various ways in which VR systems 

can be compromised. On the software side, vulnerabilities such as operating system 

exploits, application security flaws, and network protocol attacks are explored. 

These vulnerabilities can lead to unauthorized access, data breaches, and system 

malfunctions. On the hardware side, threats such as physical tampering, sensor 

manipulation, and wireless communication interception are examined. These threats 

can disrupt the normal functioning of VR systems, compromise user safety and lead 

to the loss of sensitive information. 

To illustrate the potential impact of these vulnerabilities, the paper presents various 

attack scenarios and their consequences. For instance, an operating system exploit 

could allow an attacker to gain full control over a VR system, manipulating its 

behavior and accessing sensitive user data. Similarly, physical tampering with VR 

hardware could lead to inaccurate sensor data, resulting in a disorienting and unsafe 

user experience. 

The final section of the paper offers a comprehensive conclusion, summarizing the 

key findings and highlighting the critical areas that require attention to enhance VR 

security. This section also includes a table that evaluates the threat levels of different 

vulnerabilities based on their impact on system functionality, user safety, and the 

difficulty of executing the attack. By categorizing these vulnerabilities, the paper 

aims to provide a clear framework for prioritizing security measures and developing 

more robust defenses against potential threats. 
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2 VR Technology Landscape 

In exploring the technological landscape of VR, it is imperative to understand the 

fundamental components and architecture that underpin these systems, as they play 

a pivotal role in the identification and mitigation of security vulnerabilities. VR 

systems are complex, comprising an intricate blend of hardware and software that 

work in tandem to create immersive digital experiences. This section delves into the 

critical elements of VR technology, providing insight into how these components 

interconnect and the potential security implications thereof. 

2.1 Hardware Components 

VR headsets are marvels of modern technology, intricately designed with numerous 

sophisticated hardware components that work together to create an immersive 

experience. At the core of any VR headset is the display, typically consisting of 

high-resolution OLED (Organic Light Emitting Diode) or LCD (Liquid Crystal 

Display) screens [4]. These displays are positioned close to the user's eyes and are 

essential for delivering the visual content of the VR environment. Each eye receives 

a slightly different image, creating a stereoscopic 3D effect that provides depth 

perception. High pixel density and fast refresh rates are critical in these displays to 

minimize the screen-door effect, where individual pixels become visible, and to 

reduce motion blur, enhancing the overall realism and immersion. 

Integral to the functioning of these displays are the lenses placed between the 

screens and the eyes. These lenses magnify and focus the images, making them 

appear at a comfortable distance and providing a wide field of view. Advanced VR 

headsets feature adjustable lenses to accommodate different interpupillary distances 

(IPD), which is the distance between the centers of the pupils of the eyes [5]. This 

adjustability ensures that the visuals remain clear and comfortable, regardless of the 

user’s specific facial anatomy, thereby preventing eye strain and enhancing the 

immersive experience. 

Sensors play a crucial role in the operation of VR headsets. These include 

accelerometers, gyroscopes, and magnetometers. Accelerometers detect linear 

acceleration, which helps in determining the headset’s position and movement in 

space. Gyroscopes measure angular velocity, allowing for precise tracking of head 

rotation. Magnetometers detect the Earth's magnetic field, providing a stable 

reference point for orientation. Together, these sensors enable six degrees of 

freedom (6DoF) tracking, capturing both the position and orientation of the user's 

head [6]. This comprehensive tracking capability is essential for creating a seamless 

and immersive virtual environment where the user's movements are accurately 

mirrored in the virtual space. 

Modern VR headsets often include external and/or internal cameras, which further 

enhance the tracking capabilities. External cameras or outside-in tracking systems 

are typically mounted in the environment and track the position and movements of 
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the headset and controllers relative to the room. Internal cameras or inside-out 

tracking systems are embedded in the headset and use computer vision algorithms 

to map the user’s position and movements within the physical space. These cameras 

can also enable mixed reality experiences by integrating real-world visuals into the 

virtual environment, creating a more interactive and engaging experience [7]. 

The processing unit is another critical component of VR headsets, responsible for 

handling the computationally intensive tasks of rendering VR graphics, processing 

sensor data and managing user interactions [8]. This unit can be integrated within 

the headset or housed externally in a connected PC or console. High-performance 

Graphics Processing Units (GPUs) are particularly important for generating the 

complex, high-fidelity visuals required for VR without lag or latency, which can 

cause motion sickness and break the sense of immersion. 

Audio is a key aspect of the VR experience, and many headsets come equipped with 

integrated speakers or headphone jacks. Spatial audio, which provides directional 

sound cues, is crucial for enhancing the sense of presence [9]. This audio technology 

makes users feel like sounds are coming from specific locations within the virtual 

environment, adding to the realism and immersiveness of the experience. High-

quality audio is essential for creating an engaging and believable virtual world. 

Connectivity options in VR headsets include both wired and wireless solutions. 

Wired connections, such as USB and HDMI, ensure high-speed data transfer and 

low latency, which are vital for maintaining a seamless VR experience. Wireless 

connections, such as Bluetooth and Wi-Fi, offer greater freedom of movement and 

ease of setup, though they must handle high data rates and low latency to be 

effective. Advanced wireless solutions may use dedicated transmitters and receivers 

to achieve the necessary performance levels [10]. 

The power supply of a VR headset, whether from internal rechargeable batteries or 

external power adapters, ensures that the device functions reliably during use. 

Internal batteries provide portability and freedom of movement, while external 

power adapters offer continuous power for extended sessions without the need for 

recharging, supporting uninterrupted VR experiences [11]. 

Controls and buttons on the headset allow users to manage basic functions and 

interact with the user interface. These may include power buttons, volume controls, 

and interface navigation buttons. Some headsets also feature touchpads or 

additional buttons for in-VR interactions, enhancing the user’s ability to control and 

navigate the virtual environment [12]. 

Comfort is a critical consideration in VR headset design, addressed through 

adjustable head straps, face cushions, and other ergonomic components. These 

features ensure that the headset fits securely and comfortably, preventing 

discomfort and fatigue during extended use. High-quality straps distribute the 

headset’s weight evenly, while face cushions provide a comfortable seal around the 

eyes, enhancing the overall user experience and thermal conductivity [13]. 
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Storage within the headset, often in the form of internal flash memory, is used to 

store software applications, user data and settings [14]. Adequate storage capacity 

is essential for accommodating the large size of VR applications and games, 

ensuring that users can download and access their content without issues. 

Finally, built-in microphones allow users to communicate with others within VR 

environments, enabling voice commands, multiplayer interactions and social 

experiences [15]. High-quality microphones ensure clear audio capture, enhancing 

the overall user experience by facilitating effective communication. 

2.2 Software Components 

VR headsets are sophisticated devices that rely on a complex interplay of various 

software components to deliver an immersive and seamless user experience. At the 

heart of these devices is the operating system (OS), which serves as the foundational 

software managing all hardware and software resources. The OS handles critical 

tasks such as memory management, process scheduling, and input/output 

operations. By providing a stable platform for running VR applications, the OS 

ensures efficient operation and optimal performance of the VR headset. Common 

operating systems used in VR headsets include custom versions of Android or 

Linux, designed specifically to handle the unique demands of VR technology [16]. 

Complementing the operating system are device drivers, specialized software that 

enables the OS to communicate effectively with the VR headset’s hardware 

components [17]. Each piece of hardware, whether it’s the display, sensors or audio 

system, requires specific drivers to function correctly. These drivers act as 

translators, converting the operating system’s commands into actions performed by 

the hardware and vice versa, ensuring smooth interaction between the software and 

hardware components. 

Firmware is another crucial layer of software, embedded directly into the hardware 

components of the VR headset. This low-level software controls the basic 

operations of the hardware, such as initializing components at startup and managing 

fundamental tasks [18]. Firmware provides a stable and consistent environment for 

higher-level software to operate and firmware updates can enhance performance 

and fix bugs, thereby improving the overall functionality and security of the VR 

headset. 

The user interface (UI) and user experience (UX) software encompass the graphical 

interfaces and interaction models that users engage with while using the VR headset. 

This software manages the visual presentation and interactive elements within the 

VR environment, including menus, settings interfaces, and in-VR interactions [19]. 

Effective UI/UX design is critical for ensuring that the VR experience is intuitive, 

accessible and engaging, thereby reducing the learning curve for new users and 

enhancing overall satisfaction. 
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The graphics rendering engine is responsible for generating the visual content 

displayed in the VR headset. This sophisticated software converts 3D models, 

textures, lighting and shading into the two-dimensional images seen through the VR 

headset. Operating in real-time, the graphics rendering engine must maintain high 

frame rates and minimal latency to prevent motion sickness and ensure a smooth 

visual experience. Popular graphics engines used in VR include Unity and Unreal 

Engine, which are renowned for their ability to deliver high-fidelity visuals and 

complex interactions [20]. 

Application Programming Interfaces (APIs) and Software Development Kits 

(SDKs) are vital tools for developers creating VR applications [21]. APIs allow 

software to interact with the VR hardware and other system components, providing 

standardized access to features like tracking, rendering and audio. SDKs offer a 

comprehensive suite of tools, documentation, and sample code to help developers 

build and optimize VR applications, ensuring they run efficiently on the target 

hardware. These tools are essential for fostering a vibrant ecosystem of high-quality 

VR applications. 

Security software is another critical component, encompassing measures and 

protocols designed to protect the VR headset and its data from unauthorized access 

and threats. This software includes encryption, authentication mechanisms and 

threat detection systems that safeguard user data and ensure the integrity of VR 

applications. Regular updates and patches are also necessary to address 

vulnerabilities and protect against malware and cyber-attacks, thereby maintaining 

a secure VR environment. 

A content management system (CMS) manages the distribution, storage and 

organization of VR content. The CMS allows users to download, update and 

organize VR applications and experiences efficiently. Features such as content 

recommendations, user profiles and cloud synchronization enhance the user 

experience by making content management straightforward and personalized. 

3 Security Vulnerabilities in VR Systems 

This section examines the security vulnerabilities in VR systems, focusing on both 

hardware and software aspects, as well as their details. 

3.1 Hardware Vulnerabilities 

VR systems, while offering remarkable immersive experiences, also present 

numerous hardware-based vulnerabilities that can be exploited by attackers, posing 

significant security risks. These vulnerabilities span various components of the VR 

hardware, each susceptible to specific types of attacks that could compromise the 

integrity, functionality and safety of a VR system. 
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One of the primary vulnerabilities lies in the potential for physical tampering with 

the VR hardware. This can involve deliberate manipulation or damage to the 

physical components such as headsets, sensors or cables. This could also involve 

modifying hardware components, inserting malicious devices or installing 

unauthorized firmware. Sensor manipulation is another critical vulnerability. VR 

headsets depend heavily on sensors like accelerometers, gyroscopes and 

magnetometers for tracking movements and orientation. Attackers can exploit these 

sensors through electromagnetic interference (EMI) or by spoofing sensor inputs, 

leading to false tracking data [22]. For example, if an attacker manipulates the 

accelerometer, the headset could misinterpret user movements, resulting in a 

disjointed and unsafe virtual environment. 

Camera hijacking poses a significant risk, as modern VR headsets often use internal 

and external cameras for tracking and environmental awareness [23]. Unauthorized 

access to these cameras can allow attackers to monitor and manipulate the user's 

physical environment. This breach could lead to privacy violations, such as 

capturing sensitive data from the user's surroundings or manipulating the visual 

input to inject malicious or harmful VR content. An attacker could, for instance, 

alter the camera feed to display misleading visuals, potentially causing physical 

harm if the user interacts with their surroundings based on incorrect spatial 

information. 

Firmware exploits represent another substantial vulnerability. Firmware, the low-

level software embedded in the VR hardware, controls the fundamental operations 

of the device. If not properly secured, firmware can be exploited by attackers to gain 

control over the hardware [24]. For example, an attacker could inject malicious code 

into the firmware, allowing them to disable security features, extract sensitive data, 

or alter the functionality of the VR headset. This could lead to scenarios where the 

headset performs unauthorized actions or becomes a conduit for further cyber-

attacks. 

Wireless communication interception is a critical concern, given that many VR 

headsets utilize Bluetooth and Wi-Fi for connectivity. These wireless connections 

can be intercepted and tampered with if not properly encrypted and secured [25]. 

Attackers could perform man-in-the-middle attacks, intercepting data transmissions 

between the headset and other devices. This could result in the capture of sensitive 

information or the injection of malicious data. For example, intercepting the data 

stream between a VR headset and its controllers could allow an attacker to 

manipulate the user's inputs, disrupting the VR experience. 

Peripheral device exploits highlight vulnerabilities associated with the additional 

devices connected to the VR system, such as controllers and motion sensors. These 

peripherals, if not securely connected and authenticated, can introduce 

vulnerabilities. An attacker could compromise a peripheral device to send malicious 

inputs to the VR system, potentially disrupting the user experience or gaining 

unauthorized control. For example, exploiting a vulnerability in a motion sensor 
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could allow an attacker to alter the tracking data, causing the VR environment to 

respond inaccurately to user movements. 

Battery and power supply manipulation can also pose risks. The power supply and 

battery systems in VR headsets are crucial for their operation. Attackers could 

manipulate these systems to cause overheating, leading to potential damage or 

unsafe operating conditions. For instance, inducing a power surge could damage the 

headset's internal components or cause it to shut down unexpectedly, disrupting the 

VR experience and possibly leading to data loss or hardware failure. 

Internal storage attacks target the data stored within the VR headset, such as 

applications and user data. If the internal storage is not properly protected, attackers 

can access and modify it. This could involve stealing sensitive data, installing 

malware or corrupting system files. Audio subsystem exploits involve targeting the 

audio systems in VR headsets, which provide immersive sound experiences. 

Attackers could capture sensitive audio or inject malicious sounds. For example, 

exploiting the audio subsystem to eavesdrop on conversations or play harmful audio 

frequencies could cause discomfort or confusion for the user. 

Component wear and tear refers to the physical degradation of VR hardware 

components such as connectors, wires and lenses due to regular use. Wear and tear 

might result in intermittent failures or degraded performance, affecting the accuracy 

of input and output. For example, worn-out connectors could lead to intermittent 

disconnections, causing disruptions in the VR experience. 

3.2 Software Vulnerabilities 

VR systems, while providing cutting-edge and immersive experiences, are 

inherently vulnerable to a myriad of software-based threats that can be exploited by 

attackers. These vulnerabilities compromise the security, privacy and integrity of 

VR systems and user data, necessitating a thorough understanding of potential 

attack vectors to mitigate risks effectively. 

Operating System Exploits represent a significant vulnerability within VR systems. 

The operating system (OS) manages all hardware and software resources, and any 

weaknesses within the OS can be exploited to gain unauthorized access or control. 

For instance, attackers might leverage OS vulnerabilities to execute arbitrary code, 

escalate privileges, or maintain persistent access to the system. Such exploits can 

lead to a complete compromise of the VR environment, enabling attackers to 

manipulate system behavior and access sensitive data. 

Application Security Flaws are another critical concern. VR applications may 

contain security flaws such as buffer overflows, code injection or improper input 

validation [26]. A buffer overflow, for example, occurs when a program writes more 

data to a buffer than it can hold, allowing attackers to overwrite adjacent memory 

locations. This can result in the execution of malicious code, enabling attackers to 
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take control of the system or cause it to crash. Injection flaws, including SQL, 

NoSQL, OS, and LDAP injections, involve sending untrusted data to an interpreter 

as part of a command or query. By injecting malicious scripts or commands, 

attackers can execute unauthorized actions or access data without proper 

authorization, severely compromising the security of the VR application. 

Malicious Software Updates represent another vector for attacks. Distributing 

malicious software updates can compromise the VR system by introducing 

malware, spyware or other harmful software. These updates can alter system 

behavior, steal sensitive information, or render the VR system inoperable. An 

attacker could, for example, craft a seemingly legitimate software update that, once 

installed, provides them with remote access to the VR system, enabling further 

exploitation and data theft. 

User Interface Manipulation exploits flaws in the VR user interface to mislead or 

manipulate users. Attackers can design deceptive interfaces to trick users into 

revealing sensitive information or performing harmful actions. For instance, a 

malicious VR application could present a fake login screen, capturing user 

credentials when entered. This type of attack leverages the immersive nature of VR 

to create convincing but fraudulent interfaces that deceive users. 

Data Leakage occurs when sensitive data within VR applications is improperly 

handled or stored. This vulnerability can lead to unauthorized parties gaining access 

to sensitive information, resulting in privacy breaches. For example, if a VR 

application fails to securely store user profiles, session logs or biometric data, 

attackers could exploit this weakness to access and misuse this information, 

compromising user privacy and security. 

Session Hijacking is a significant risk, where attackers take over an active VR 

session by exploiting session management flaws [27]. This allows them to assume 

control of the session, access private data or perform unauthorized actions. For 

instance, if session tokens are not adequately protected, an attacker could capture 

and reuse them to hijack a user's session, gaining access to sensitive data and 

functionalities. 

Man-in-the-Middle (MITM) Attacks involve intercepting and altering 

communications between the VR headset and other devices. By doing so, attackers 

can inject malicious data, steal information or disrupt communications [28]. This is 

particularly critical when data transmissions are unencrypted or weakly encrypted. 

For example, an attacker intercepting the communication between a VR headset and 

its controllers could manipulate the data stream to alter user inputs, leading to a 

compromised and potentially harmful VR experience. 

Insecure APIs are a notable vulnerability, as Application Programming Interfaces 

(APIs) used by VR applications can contain weaknesses. Poorly designed or 

insecurely configured APIs can expose more data than intended [29]. Attackers can 

exploit these weaknesses to access and extract data directly from the APIs, 
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potentially leading to data breaches and unauthorized access to VR system 

functionalities. 

Insecure Deserialization is a vulnerability where flaws in the deserialization process 

allow attackers to manipulate serialized data to achieve remote code execution [30]. 

This can lead to executing arbitrary code on the VR platform by deserializing data 

containing malicious objects. An attacker could craft a malicious payload that, when 

deserialized by the VR application, executes harmful code, potentially taking over 

the system. 

Account Takeover via Credential Theft is facilitated by weak or reused passwords, 

lack of two-factor authentication or phishing attacks. Attackers can gain access to 

user accounts by stealing login credentials, then access personal and sensitive data. 

For example, phishing emails that trick users into revealing their login information 

can lead to account takeovers and unauthorized access. 

Spyware and Malware represent significant threats, especially when VR systems 

download insecure sources, phishing emails or compromised third-party software. 

Spyware can log keystrokes, capture screen data and monitor user actions within 

the VR environment. Malware infections can lead to data theft, system disruptions, 

and unauthorized access. 

In summary, VR systems are susceptible to a wide range of hardware and software-

based vulnerabilities, each with the potential to be exploited by attackers. While 

there are many more vulnerabilities, this paper focuses on the most critical ones. 

Understanding these vulnerabilities and potential attack vectors is crucial for 

identifying security risks and developing robust defenses to protect VR systems 

from malicious threats. 

3.3 Comparative analysis 

The categorization of VR system vulnerabilities into threat levels is based on the 

potential impact each vulnerability can have on system security, functionality and 

user safety. Critical threats are those that can cause severe disruptions or complete 

system failure, such as insecure peripheral connections and side-channel attacks, 

which can compromise the entire security framework and lead to unauthorized 

control or data theft. Overheating and outdated firmware are also critical because 

they can cause hardware failure and provide low-level access to attackers. 
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Threat 

Level 
Hardware Vulnerabilities Software Vulnerabilities 

Low Component Wear and Tear Inadequate Logging and Monitoring 

Low Faulty Calibration User Interface Manipulation 

Low Optical Distortions and Failures Data Leakage 

Medium Sensor Spoofing Improper Authentication 

Medium Signal Interference Insecure Deserialization 

Medium Camera-Based Tracking Compromise Insecure Software/Firmware 

Medium Unauthorized Hardware Access API Exploits 

High Physical Tampering Operating System Exploits 

High Sensor Manipulation Application Security Flaws 

High Camera Hijacking Firmware Injections 

High Firmware Exploits Network Protocol Attacks 

High Wireless Communication Interception Malicious Software Updates 

High Physical Access Attacks Session Hijacking 

High Peripheral Device Exploits Man-in-the-Middle (MITM) Attacks 

Very High 
Battery and Power Supply 

Manipulation 
Interception of Data Transmissions 

Very High Display Tampering Compromising Data Storage 

Very High Internal Storage Attacks Account Takeover via Credential Theft 

Very High Audio Subsystem Exploits Spyware and Malware 

Critical Outdated Firmware Code Injection 

Critical Overheating Cross-Site Scripting (XSS) 

Critical Insecure Peripheral Connections Side-Channel Attacks 

Table 1. 

VR Systems Hardware and Software Vulnerabilities 

Source: Author 

 

High threats include vulnerabilities that significantly impact system operation and 

user experience but may not lead to total system compromise. These include sensor 

manipulation, firmware exploits and man-in-the-middle attacks, which can disrupt 
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functionality and allow unauthorized access. Medium threats, such as signal 

interference and insecure software/firmware, can cause notable disruptions and 

unauthorized access but are typically less catastrophic than high or critical threats. 

Low threats, like optical distortions and data leakage, primarily degrade user 

experience and data integrity but pose less immediate and severe risks compared to 

other vulnerabilities. 

This categorization helps prioritize security measures by focusing on the most 

impactful threats first. Each identified vulnerability exemplifies just a fraction of 

the numerous security challenges that exist, highlighting the comprehensive and 

multifaceted landscape of VR system security. Thus, it is evident that virtually every 

component and aspect of VR systems can be a potential security risk, demonstrating 

the necessity for robust and prioritized security measures. 

 

Conclusion 

Ensuring the security and integrity of VR hardware requires a multi-faceted 

approach integrating physical security measures, technological safeguards and user 

education. Preventing unauthorized access is fundamental, achieved by placing VR 

equipment in locked rooms or secured enclosures, ensuring only authorized 

personnel have access. Continuous protection is essential both during operational 

hours and when the equipment is idle to reduce risks of theft, vandalism or 

unauthorized usage. 

Incorporating tamper detection mechanisms into VR systems is also crucial. These 

mechanisms alert administrators to unauthorized access or modifications, and can 

disable the device to prevent further tampering, helping to identify and mitigate 

security threats quickly. Security considerations should be integral to the design and 

manufacturing of VR hardware. This involves using tamper-resistant components 

and ensuring critical parts are difficult to access without specialized tools, thus 

embedding security into the hardware from the outset. 

Reliability and security of VR hardware heavily depend on using certified and tested 

components from reputable manufacturers. These components must meet industry 

standards and undergo rigorous testing. Additionally, using trusted software 

applications reduces the risk of introducing vulnerabilities. 

Educating users about proper handling and security practices for VR equipment is 

vital. Training ensures that personnel are aware of security protocols and can 

recognize and respond to potential threats. This user training promotes a culture of 

security awareness, significantly reducing the risk of human error leading to 

security breaches. 

Software aspects of VR systems also present substantial security challenges, with 

applications often requiring significant amounts of sensitive data, making them 

targets for cyberattacks. Research should focus on developing advanced encryption 
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techniques and secure communication protocols to protect data integrity and 

privacy, especially as VR applications increasingly rely on cloud-based services. 

The immersive nature of VR introduces additional security concerns, making users 

susceptible to phishing attacks and social engineering. Research on designing user 

interfaces and interactions that minimize these risks is imperative, along with 

developing educational tools and training programs to raise user awareness about 

potential threats and safe practices in VR environments. 

The integration of VR systems with other technologies, such as the Artificial 

Intelligence (AI), opens new security vulnerabilities. Understanding these 

implications and developing strategies to secure interconnected devices is 

necessary. Additionally, the regulatory and ethical framework surrounding VR 

security must evolve with the technology, focusing on developing standards and 

guidelines that ensure ethical use while safeguarding against misuse. 

In conclusion, despite significant advancements in addressing VR security 

weaknesses, continuous research is crucial to stay ahead of emerging threats. 

Investing in thorough studies encompassing hardware, software, user experience, 

and regulatory aspects will help build more secure and resilient VR systems. 

Ensuring VR security is critical to unlocking its full potential. 

 

References 

[1] Lungu, A. J., Swinkels, W., Claesen, L., Tu, P., Egger, J., & Chen, X. (2021). 

A review on the applications of virtual reality, augmented reality and mixed 

reality in surgical simulation: an extension to different kinds of surgery. 

Expert review of medical devices, 18(1), pp. 47-62. 

[2] Mahmoud, K., Harris, I., Yassin, H., Hurkxkens, T. J., Matar, O. K., Bhatia, 

N., & Kalkanis, I. (2020). Does immersive VR increase learning gain when 

compared to a non-immersive VR learning experience?. In International 

Conference on Human-Computer Interaction (pp. 480-498). Cham: Springer 

International Publishing. 

[3] Yamamoto, G. T., & Altun, D. (2021). Virtual reality (vr) technology in the 

future of military training. Unpublished manuscript. 

[4] Su, Z., Zhanghu, M., & Liu, Z. (2021). P‐12.5: Investigation on AR/VR 

Displays Based on Novel Micro‐LED Technology. In SID Symposium 

Digest of Technical Papers 52, pp. 609-612. 

[5] Brickler, D., & Babu, S. V. (2021). An evaluation of screen parallax, haptic 

feedback, and sensory-motor mismatch on near-field perception-action 

coordination in VR. ACM Transactions on Applied Perception (TAP), 18(4), 

pp.1-16. 



70 

 

[6] Singh, M., Shankar, R. A., & Jung, B. (2021). Inside-out magnetic tracking 

for virtual/augmented reality applications. IEEE Sensors Journal, 21(24), 

28097-28106. 

[7] Banquiero, M., Valdeolivas, G., Trincado, S., García, N., & Juan, M. C. 

(2023). Passthrough mixed reality with oculus quest 2: A case study on 

learning piano. IEEE MultiMedia, 30(2), pp. 60-69. 

[8] Hosny, Y. S. S., Salem, M. A. M., & Wahby, A. (2020). Performance 

optimization for standalone virtual reality headsets. In 2020 IEEE Graphics 

and Multimedia (GAME) pp. 13-18. IEEE. 

[9] Gupta, R., He, J., Ranjan, R., Gan, W. S., Klein, F., Schneiderwind, C., ... & 

Välimäki, V. (2022). Augmented/mixed reality audio for hearables: Sensing, 

control, and rendering. IEEE Signal Processing Magazine, 39(3), 63-89. 

[10] Hu, F., Deng, Y., Saad, W., Bennis, M., & Aghvami, A. H. (2020). Cellular-

connected wireless virtual reality: Requirements, challenges, and solutions. 

IEEE Communications Magazine, 58(5), 105-111. 

[11] Radoeva, R., Petkov, E., Kalushkov, T., Valcheva, D., & Shipkovenski, G. 

(2022). Overview on hardware characteristics of virtual reality systems. In 

2022 International Congress on Human-Computer Interaction, Optimization 

and Robotic Applications (HORA) pp. 01-05. IEEE. 

[12] Fahmi, F., Tanjung, K., Nainggolan, F., Siregar, B., Mubarakah, N., & 

Zarlis, M. (2020). Comparison study of user experience between virtual 

reality controllers, leap motion controllers, and senso glove for anatomy 

learning systems in a virtual reality environment. In IOP Conference Series: 

Materials Science and Engineering (Vol. 851, No. 1, p. 012024). IOP 

Publishing. 

[13] Wang, Z., He, R., & Chen, K. (2020). Thermal comfort and virtual reality 

headsets. Applied ergonomics, 85, 103066. 

[14] Raymer, E., MacDermott, Á., & Akinbi, A. (2023). Virtual reality forensics: 

Forensic analysis of Meta Quest 2. Forensic Science International: Digital 

Investigation, 47, 301658. 

[15] Rodríguez, I., & Puig, A. (2021). Open the microphone, please! 

conversational ux evaluation in virtual reality. 

[16] Kapoor, A., & Sharma, S. (2016). Implementation of a Virtual Reality 

Operating System (VROS) for the next generation of computing. In 2016 6th 

International Conference-Cloud System and Big Data Engineering 

(Confluence) pp. 731-736. IEEE. 

[17] Kadav, A., & Swift, M. M. (2012). Understanding modern device drivers. 

ACM SIGPLAN Notices, 47(4), 87-98. 



71 

 

[18] Tan, C. J., Mohamad-Saleh, J., Zain, K. A. M., & Aziz, Z. A. A. (2017, July). 

Review on firmware. In Proceedings of the International Conference on 

Imaging, Signal Processing and Communication (pp. 186-190). 

[19] Saleh Ali Alkhalifah, E. (2023). The importance of UI & UX Design in 

Virtual Reality for Showcasing Umrah Rituals: Impact of Age and 

Cybersickness in User Experience.   ,255-224), 12(6مجلة الفنون والعلوم الانسانية . 

[20] Scorpio, M., Laffi, R., Teimoorzadeh, A., Ciampi, G., Masullo, M., & 

Sibilio, S. (2022). A calibration methodology for light sources aimed at using 

immersive virtual reality game engine as a tool for lighting design in 

buildings. Journal of Building Engineering, 48, 103998. 

[21] Parisi, T. (2015). Learning virtual reality: Developing immersive 

experiences and applications for desktop, web, and mobile. " O'Reilly 

Media, Inc.". 

[22] Barua, A., & Al Faruque, M. A. (2020, October). Special session: 

Noninvasive sensor-spoofing attacks on embedded and cyber-physical 

systems. In 2020 IEEE 38th International Conference on Computer Design 

(ICCD) (pp. 45-48). IEEE. 

[23] Lee, J., & Lee, K. (2022). Spy in Your Eye: Spycam Attack via Open-Sided 

Mobile VR Device. IEICE TRANSACTIONS on Information and Systems, 

105(10), 1817-1820. 

[24] Kachur, A., Lysenko, S., Bodnaruk, O., & Gaj, P. (2023). Methods of 

improving security and resilience of VR systems’ architecture. 

[25] Baha’A, A., Almazari, M. M., Alazrai, R., & Daoud, M. I. (2021, May). 

Exploiting Wi-Fi signals for human activity recognition. In 2021 12th 

International Conference on Information and Communication Systems 

(ICICS) (pp. 245-250). IEEE. 

[26] CQR Company. (2023, February 10). Improper input validation. Retrieved 

from https://cqr.company/web-vulnerabilities/improper-input-validation/ 

[27] Li, L., Chen, C., Pan, L., Zhang, L. Y., Zhang, J., & Xiang, Y. (2023, 

October). SigA: rPPG-based Authentication for Virtual Reality Head-

mounted Display. In Proceedings of the 26th International Symposium on 

Research in Attacks, Intrusions and Defenses (pp. 686-699). 

[28] Vondráček, M., Baggili, I., Casey, P., & Mekni, M. (2023). Rise of the 

metaverse’s immersive virtual reality malware and the man-in-the-room 

attack & defenses. Computers & Security, 127, 102923. 

[29] SecuritySenses. (2023, November 16). APIs - The hidden cause of data 

breaches. Retrieved from https://securitysenses.com/posts/apis-hidden-

cause-data-breaches 



72 

 

[30] OWASP Foundation. (n.d.). Insecure deserialization. Retrieved from 

https://owasp.org/www-

community/vulnerabilities/Insecure_Deserialization 

  



73 

 

The behaviour of the albanian consumer 

towards genetically modified products 

Oltjana Zoto 

Lecturer at Agricultural University of Tirana, Faculty of Economics and 

Agribusiness, ozoto@ubt.edu.al 

Silvana Nakuçi 

Lecturer at Agricultural University of Tirana, Faculty of Economics and 

Agribusiness, snakuci@ubt.edu.al 

Elena Kokthi 

Lecturer at Agricultural University of Tirana, Faculty of Biotechnology and Food, 

ekokthi@ubt.edu.al 

Abstract: Population growth has made food sufficiency impossible, and the lack of Food has 

led to the search for alternative ways of providing it. Genetically modified organisms have 

been seen as a solution to one of the world's biggest problems today. The study of consumer 

behavior is crucial for orienting the offer of different products. This aspect is also essential 

for products containing genetically modified organisms, foods created by organisms whose 

DNA has been altered using genetic engineering and molecular biology techniques. In 

studies done in different countries, consumers are skeptical of these products. The results of 

our work go along the same lines, which show that consumers do not tend to go towards 

GMO products and do not have enough information about them. In this study, we will try to 

answer our main research questions: How well do consumers know genetically modified 

foods, and what is their attitude towards GMOs? Are Albanians sufficiently informed about 

them, and what is their approach to these products? 
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1 Introduction 

Genetically modified organisms have been seen as a solution to one of the world's 

biggest problems today. Population growth has made food sufficiency impossible. 

According to the World Bank report (2020), nearly 690 million people - or 8.9 

percent of the global population- are hungry. Food insecurity can worsen the quality 

of nutrition and increase the risk of various forms of malnutrition, potentially 

leading to undernutrition and overweight. The cost of healthy meals is unaffordable 

for more than 3 billion people in the world (World Bank 2021) 

As mentioned above, the lack of Food leads to the search for alternative ways such 

as GMOs. The part of genetic technology that combines hereditary material (genes) 

from different organisms (plants, animals, and microorganisms) is called 

recombinant DNA technology or genetic engineering. The organism that arises 

from a combination of genes is a genetically modified organism (GMO). Food 

containing or derived from a genetically modified organism constitutes genetically 

modified Food (WHO 2021). Using DNA recombination technology, an organism 

is created with specific desired properties in food production to achieve resistance 

to insects and viruses, tolerance to herbicides, and improved nutritional value of 

Food. 

New technologies affect people's decision-making trends. Changes arise through 

new processes and products, often improving some dimensions of living and 

making others worse. In many cases, costs are uncertain in the form of a probability 

of a threat, usually referred to as risks. This is because new technologies are 

associated with scientific uncertainty, considering that not all social and individual 

consequences of their initiation are fully known. 

Moreover, innovations impact people's social life, generating conflicts with their 

previous views and values. This is particularly important in the case of Food and 

nutrition, when people are faced with daily decisions about how to eat better 

(Barrena et al., 2009). A consumer's perspective on introducing new GMO products 

(which are added to pre-existing products) largely depends on the existing 

information in the system. Therefore, releasing more information about food-related 

risks shapes people's perception of risk. Consequently, people act on perceived 

risks, carefully balancing benefits and costs, both in the short term and especially in 

the long term. Given that the long-term effects are not known with certainty, we 

will usually refer to these effects as risks, given that there is some information about 

individuals to form an expectation or a probability of the risk qualitatively. The 

same can be applied to benefits, which mainly influence product acceptance based 

on individual subjective knowledge (Boccaletti, S. & Moro, D, 2000) 

GMO products are products that are not very familiar to Albanian consumers. The 

main goal of this paper is to analyze consumer preferences towards GMO products 

through a survey. The paper continues as follows: in the second chapter, the 

theoretical background and the review of the literature are analyzed, which includes 

data on the definition of genetically modified organisms, the benefits and risks that 

come from them, as well as the main approaches that different authors have 
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proposed. In the third chapter, the methodology followed for conducting the study 

is analyzed, where the survey of 50 consumers in the city of Tirana was used as the 

primary method, as well as the research question and the hypotheses of the paper. 

In the fourth chapter, we present the analysis of the results, which we showed in 

survey data reports; in the fifth chapter, we have the conclusions drawn from the 

study. 

2 Literature review 

Technological advances in food production are considered inevitable changes in 

today's food industry, and many new foods or food ingredients consumed 

worldwide have been produced through genetic modification since the mid-1990s. 

However, most consumers remain uninformed about genetically modified foods; 

thus, it is natural that they do not fully understand the scientific basis of their 

technology, including its potential benefits and risks. Previous studies of this 

technology show that consumers perceive this as more of a threat than a benefit. 

The attitude towards a product is based on knowledge about the product itself and 

its attributes, called bottom-up attitude formation (Bech-Larsen & Grunert, 2003). 

However, attitudes do not depend only on one specific product but on a good part 

of them. The more people are aware of GMOs, the more they perceive the benefits 

to outweigh the risks; however, they are generally unaware of whether or not they 

consume GMO foods. This result is consistent with many other studies, which found 

that despite consumers' somewhat greater information about GMO products and 

their expected benefits, they nevertheless maintain a negative attitude toward GMO 

foods. This theoretical model has been empirically supported by several studies 

such as (Moon, 2001) and (Sawhney M. et al., 2004), etc., which state that 

consumers associate, as a whole, more negative thoughts than positive ones for 

agro-biotechnology. In addition, evidence suggests that individual behaviors are 

driven by personal perceptions or beliefs about risks rather than technical 

assessments of risk provided by experts (Frewer et al., 1998). 

2.1 What are genetically modified organisms? 

GMOs result from DNA recombination procedures, biotechnological procedures 

that allow genetic improvements of Food or organism. This 'recombination' can be 

accomplished by moving genes from one organism to another. GMO (Genetically 

Modified Organism) refers to a living organism whose genetic material has been 

modified by humans through genetic engineering techniques (Cunningham et al., 

2001). 
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2.2 Advantages and risks of GMO use 

Advantages: 

With an ever-increasing global population and an estimate that a child dies of 

hunger every two seconds, this technology holds great promise as it benefits farmers 

and society worldwide. The positive sides of genetically modified crops are: 

• better taste 

• increase in nutritional values 

• resistance to diseases and pests 

• rapid production of crops. 

Seeds are genetically modified for many reasons, including improving insect 

resistance and generating healthy crops. This can reduce the risk of crop failure and 

make crops more resistant to extreme weather. The technology could eliminate 

seeds and produce a longer shelf life, which allows "safe transportation for people 

in places where there is no access to high-nutrition foods." Environmental benefits: 

fewer chemicals, time, and machinery because soils need crops, which can help 

reduce environmental pollution, gas emissions, and soil erosion. 

Better nutrition: "By modifying certain foods in terms of minerals or vitamins, 

companies can supply much-needed nutrients and help fight malnutrition around 

the world," according to the Food and Agriculture Organization of the United 

Nations. They also state that one of the positive sides of GMOs is that farmers can 

produce Food with more calories (Galán et al., 2008). 

Risks: 

The researchers warn that there are no long-term, large-scale analyses to prove 

genetically modified foods safety (GMOs). They draw attention to several potential 

risks. 

• Allergic reaction: if a gene, which produces a protein that causes allergic 

reactions, ends up in, for example, cereals, people suffering from food 

allergies could be exposed to a significant risk. 

• Greater poisonous ability: some experts think that genetic modification 

could enhance the natural poisons of plants in unforeseen ways. When a 

gene becomes active in a plant and gives the desired effect, it can produce 

natural poisons. Toxicity is also caused by toxins released by plants 

resistant to insects or herbicides. Resistance to herbicides is due to the 

insertion into the deoxyribonucleic acid (DNA) of plants, a gene of 

bacterial origin that confers resistance to herbicides (IYIZOBA, H. J. C, 

2016). 

• Antibiotic resistance: as part of the genetic modification of plants, 

scientists use marker genes to determine whether the desired gene has been 

successfully introduced. Since most marker genes confer resistance to 

antibiotics, scientists fear that this may contribute to the growing problem 

of antibiotic resistance. But other scientists argue that these marker genes 

are genetically arranged disorderly before use, reducing this risk. 
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• Damage to the human organism: in this case, the consumer, by eating Food 

with GMOs, is getting a new DNA that has not been fed with before and 

thus risks damaging not human DNA but damages the permanent bacteria 

of the digestive system by thus causing significant disturbances in the 

process of food digestion. Human studies show that genetically modified 

Food can leave behind material after consumption, possibly causing long-

term problems. For example, genes inserted into genetically modified 

soybeans can transfer the DNA of bacteria that live inside us, as well as 

insecticide toxin produced by genetically modified corn has been found in 

the blood of pregnant women (Harward University Blog 2015) 

2.3 Objective and subjective knowledge of consumers 

Consumer knowledge influences their attitudes toward GMO foods and other 

consumer goods. Previous studies showed a positive relationship between 

consumers' understanding of GMO technology and their attitude toward GMO 

foods (Boccaletti, S. & Moro, D, 2000). Consumer knowledge of this technology 

also relates to consumer perception of the benefits and risks of GMO foods. It is 

essentialto regulate biased perceptions and intentions regarding these products (Curl 

et al., 2015). When consumers have a high level of involvement in a particular 

product category that is an area of personal interest, their product knowledge 

increases. Further, increased consumer knowledge typically increases the likelihood 

of seeking new information as part of the decision-making process within the 

product category. 

Consumer knowledge is divided into objective and subjective because of the 

difference between what consumers think they know something and what they 

know. This change can affect consumer attitudes and purchase intention toward 

foods. Knowledge, namely accurate information about channels collected over a 

long period by consumers, memories, and current understanding of the consumer, 

have a close relationship with the ability of consumers to select products (Park & 

Lessig, 1981). 

In contrast, subjective knowledge is based on direct experience by consumers and 

the interpretation of these experiences and suggests a close relationship between 

product choice and subjective knowledge. Although objective and subjective 

knowledge is related, previous studies have shown that objective knowledge is 

rarely the same as subjective knowledge. Leung et al. (2013) reported that although 

subjective and objective knowledge is interrelated, they cannot be replaced and 

should be measured separately. Some studies have shown that these two compounds 

have a weak or moderate relationship. According to Kruger & Dunning (1999), 

despite having little objective knowledge, consumers may think that they have 

sufficient knowledge; moreover, although the level of their objective knowledge 

may be high, they may sometimes judge by subjectivity. Therefore, measuring the 

two constructs separately and identifying the imbalance between them will help 
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determine which type of knowledge influences consumer responses to GMOs, 

providing more complete insights into the food industry. 

Given that genetically modified organisms are a relatively new phenomenon, the 

number of studies conducted concerning consumer preferences and information 

about them is limited. Most European consumers do not have a particularly positive 

attitude toward GMOs (Bonny, S., 2003). Different elements are formed based on 

this attitude. Below is an overview of the main determinants of consumer attitudes 

towards GMOs (mainly) in European countries. It is essential since the impact of 

these attitudes on consumer purchase intentions regarding the description of 

genetically modified food products is high. According to the attitude model of 

Grunert et al. (2000), attitudes toward GMOs are determined by the perception of 

risk and benefits. In turn, beliefs about (potential) risks and benefits are powerfully 

explained by consumer knowledge and more general attitudes (e.g., attitude toward 

technology, consumer trust in government, and food producers) rooted in socio-

economic, demographic, and cultural characteristics. The Fishbein model (1963) 

suggests that, under certain conditions of high involvement, an individual's attitude 

toward an object is determined by the sum of the beliefs they have about the 

consequences or attributes of that object weighted by how they are evaluated and 

are commonly referred to as outcome beliefs and outcome estimates. Involvement 

is the perceived degree and personal importance accompanying product choice 

(Akpoyomare et al., 2013). Multi-attribute models, such as Fishbein's, assume that 

consumers use formal learning as a hierarchical effects approach in which beliefs 

lead to their purchase behavior and attitudes. 

Regarding the risk side related to GM (genetically modified) Food, consumers 

mainly perceive the possible risks for human health and the environment (Bereano, 

1999). On the other hand, consumers' ethical concerns focus on internal beliefs that 

GM is wrong (Frewer et al., 1998). Such situations are more significantconcerning 

whether animal or human DNA is involved rather than plant microorganisms. 

Another aspect that consumers are concerned about is the religious acceptability of 

these products. For Christians, there is a concern for the integrity of God's creation 

and humanity's relationship with God. Muslims and Jews focus on the prescribed 

diet and worry if genetically modified Food contains genes from animals whose 

meat is forbidden, such as pigs (Thomson, 2003). Another ethical concern concerns 

the right to choose freely as consumers. For example, vegetarians should be able to 

avoid food products produced from genetically modified plants into which genes 

have been transferred from animals. Another issue related to GMOs is dealing with 

the position of the Third World. 

Some disagree that using technology in Food will reduce food shortages and 

malnutrition in developing countries. Third-world countries lack the financial 

resources to establish GM applications that can benefit their populations, and it is 

unlikely that foreign multinationals will spend time or money on altruistic research 

to help them (Nielsen et al., 2003). Evidence on attitudes has become more evident 

in European countries since the publication of the Eurobarometer after 1991. 

Interestingly, evidence suggests some reluctance to introduce foods, reflecting 
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recent Eurobarometer surveys (Gaskell et al., 2004), revealing evidence of an 

ongoing progressive resurgence in human support for GMOs from 1999 to 2002. 

Surprisingly, a return to skepticism has been noted in the following years. This 

evidence reveals a division of European consumers along several dimensions, 

mainly classified into three groups regarding their perception of GMOs: optimistic, 

pessimistic, and undecided. In addition to this general attitude, national differences 

are also remarkable. It found that support for GMOs was observed by 2002 in only 

four countries - Spain, Portugal, Ireland, and Finland. 

However, this changed in 2005, when the top supporting countries were - Spain, 

Malta, Portugal, the Czech Republic, Ireland, Italy, and Lithuania. Indeed, in a 

recent study in Ireland using cluster analysis techniques, it was found that there was 

still a significant segment (25%) that could best be described as anti-GMO products 

and others (20%) who had complex reservations about the wholesale introduction 

of GM products (O'Connor et al., 2006). (Grunert et al., 2000b) when analyzing 

product attitudes confirms the negative attitude of Nordic populations toward GMO 

products. The same conclusion has been reached in several surveys of consumers in 

Poland, who generally distrust genetic modification, primarily when it may occur 

in food products (Szczurowska, T, 2005). 

3 Methodology used 

The main research question of this study is: 

How well do consumers know genetically modified foods, and what is their 

behavior towards GMOs? 

Based on the above data, we propose the hypotheses of the study: 

H1: Albanians are not sufficiently informed about GMOs 

H2: Consumers generally have a negative attitude toward GMO products. 

The methodology used to realize this work is based on a questionnaire developed 

concerningconsumers' knowledge about products that contain genetically modified 

organisms. The questionnaire was completed by 50 consumers of the city of Tirana. 

It includes questions about consumers' information about GMO products and the 

advantages and disadvantages they think these products bring. The central part of 

this paper is the data provided by the questionnaire,which is divided into two 

sections. The first section includes questions related to the age, gender, educational 

level, and income level of the respondents. The second section contains inquiries 

about how well consumers know GMO products, where they got information about 

them, and how consumers prefer them. 
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3.1 Results and interpretations 

The studies conducted in Albania about genetically modified products are not 

numerous, and the information consumers possess is limited. However, from studies 

conducted in other countries, a reluctance of consumers to consume GMOs has been 

noticed. We analyze the survey results to see if this also happens in Albania. 

According to the answers to this questionnaire, it turns out that more than half of 

the participants usually consume organic Food, that is, about 56% of them. At the 

same time, 31% of them do not know what they are consuming since they have no 

guarantee that the information they are given is entirely accurate. About 13% of 

them stated that they consume conventional foods and that none have chosen GMO 

foods, at least not with their knowledge. 

We conclude that 43% of the participants have enough information on GMO 

products from the obtained results. However, about 44% of the majority expressed 

little knowledge but would like to know more. Meanwhile, only 13% said they did 

not have enough information, and none of them knew about GMO products. 

An exciting finding of this questionnaire is that the primary source of obtaining 

information is the Internet, surpassing even television or radio and the press. This 

shows the ease of information reaching people in the Internet age. 

We also learned from this survey that consumers against GMO products dominate. 

They represent about 53% of the participants, while some of them were undecided 

about GMO products, i.e., 16% of them. While those in favor of these products 

makeup 31% of the consumers asked. 

Also, this survey highlighted the willingness of the participants to buy GMO 

products. About 40% say they believe sometimes, while only 2% said they always 

buy. At the same time, the majority, or 58%, stated that they do not buy at all or are 

unaware of the lack of security. 

According to the answers received, 40% of the consumers asked had no opinion 

regarding the difference between GMO plants and traditional plants. 56% said the 

differences make them think, while the remaining 4% believe there is no difference 

between these two types of plants. 

Also, from the answers received, we found that most (47%) consumers are against 

GMO technology. While 37% say, they can accept this technology if they know its 

benefits, and 16% say they agree. 

Regarding the importance of these products for the future, consumers have 

answered that it is essential for the future, seeing at what levels technology is 

advancing today. However, some think that these products will not be necessaryin 

the future. 

Regarding the fact in which aspect GMO products would have the most impact 

according to the results of the survey, we see that the majority think that the effect 

will be on health, in second place is the impact on the economy and then the positive 

language that will have in the environment. 
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According to the answers received, 55% of the participants in this survey did not 

consume GMO products at all during the Pandemic, while only 18% answered that 

they did, and 27% did not know if they finished GMO products. 

Regarding whether they will use GMO products in the next few days, the consumers 

answered as follows: equally, 42% say that they will not consume or are not sure, 

and only 16% say that they will consume. 

 

Conclusions 

Population growth has led to increased food shortages, and GMO products have 

been seen as one of the alternative solutions. When consumers are faced with new 

products, studying their behavior toward them is essential. In this context, this study 

would be critical because it reveals the preferences of Albanian consumers toward 

GMO products. The study was conducted by developing a survey in the city of 

Tirana. 

Referring to the results achieved by this study, we can reach the conclusions that: 

• Consumers show a reluctance to consume GMO products. 

•  Most consumers knowabout GMO products, but not enough, and want to 

learn more. The Internet is the primary source of this information, which 

shows why most have little knowledge. 

• The information that consumers want to know more about is the impact of 

this technology on human health. Consumers do not feel safe, which is 

shown in the results that most of them are against GMO technology. 

• According to this result, we conclude that the most significant impact of 

this technology will be on the economy and the environment due to the 

non-use of Herbicides and Insecticides. 

 At the end of the analysis, we could prove the two hypotheses raised at the 

beginning. Albanians are not sufficiently informed about GMOs, and about 44% 

answered that they want to know more about GMOs. We also confirmed that 53% 

of consumers surveyed are against GMO products. 
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Abstract: Objective: This literature review evaluates the factors that influence the quality of 

nurses' service to patients, with the aim of increasing their overall well-being, work 

experience and creating a more supportive and satisfying work environment in the field of 

nursing. 
Methods: A systematic review was conducted following Preferred Reporting Items for 

Systematic Reviews. Electronic databases including Scopus, PubMed, SAGE Journal were 

searched for scientific articles on factors influencing the quality of nursing care. After review 

and removal of duplicates, we analyzed the full text of articles to identify potentially relevant 

studies for eligibility and then extracted data from matched articles. 

Results: The literature search resulted in 20 articles, that met all inclusion criteria were 

included systematic review after full text review. 

Conclusion: The literature shows that the quality of work life of nurses is influenced by three 

main factors: personal (socio-demographic), professional and psychological. Identifying the 

factors is critical for finding the right solution to improve the quality of service at work and 

to overcome the factors that reduce the quality of service in nursing care. 

Keywords: Factors influencing the quality of nursing care, Hospital, Patient, Quality, 

Nursing care.  

mailto:edonahaxhijaa@gmail.com


85 

 

1 Introduction 

The quality of health care in the environments where health services are provided 

depends on the nurses and affects their quality of life at work. The quality of life at 

work is the parameter that evaluates the ability of nurses to meet personal needs 

through experience in the workplace, achieving work goals [1]. Nowadays, the 

quality of life at work is a key factor, on which many studies are being conducted 

and different conclusions are drawn on how to improve the quality of life at work. 

With the increase of the geriatric age, the workload of nurses almost all over the 

world has increased, leading directly to the occurrence of burnout in nurses and 

affecting the nurse-patient relationship. These have become important factors 

affecting the construction and development of nursing disciplines [2] [3]. Quality 

Work Life is a multidimensional concept that encompasses an employee’s feelings 

about various aspects of their work environment. These aspects include job content, 

working conditions, fair and adequate compensation, opportunities for career 

advancement, autonomy in decision-making, involvement in decision-making 

processes, occupational health and safety, workplace safety, job security, workplace 

relationships, personal relationships, and the stability of life at work [4] [5] [6] [7]. 

The quality of life at work is expected to be the key element in the sustainability of 

the nursing staff, which directly affects the provision of the necessary number of 

nurses in every institution where health services are offered. To address the 

problems, a wide range of issues must be taken into consideration, such as: 

workload, professional leadership and clinical support, continuous training for 

professional growth, facilities, planning and decisions, professional recognition, 

provision of insurance for diseases caused in the workplace and higher wages to 

increase motivation for work [8]. 

Various studies concluded that more than half of employed nurses, especially nurses 

of intensive care units, are very dissatisfied with the quality of their work life [9] 

[10]. 

As far as the findings are concerned, the most frequently influencing work factors 

are experience in years of work and night shifts, which have a direct impact on the 

quality of work life among nurses. [11] [12] [13] [14]. Some other studies showed 

that monthly income is another factor that directly affects the quality of work life 

[15][16]. Additional bonuses, recognition in the workplace, increase in duties have 

an impact on the quality of work life of nurses [11][17].  Regarding the findings 

regarding the factors that reduce the quality of nurses' work: work overload, failure 

to maintain balance between work and family, lack of vacations and lack of nursing 

staff are the most frequently encountered factors that have a negative impact on the 

quality of the work of nurses [18]. Support, opportunity for promotion, continuing 

professional education and work department also affect the quality of nurses' work 

[19] [1] [20]. 
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2 The aims and objectives 

The purpose of this study is to provide a comprehensive analysis of the various 

factors that influence the nursing care of patients. Identification of challenges and 

deficiencies that affect the provision of non-quality nursing care. Giving 

recommendations for improving the working conditions of nurses. 

The main objective of this systematic review is: to evaluate the effectiveness and 

quality of the factors that affect the quality of work of nurses. 

3 Methodology  

 As a first step, to conduct this systematic review, we identified and retrieved 

relevant research studies from various academic databases including Scopus, 

PubMed, SAGE Journal, Elsevier and Google Scholar, to identify relevant articles. 

Only peer-reviewed articles were included to ensure the reliability and validity of 

the findings. Relevant articles published within the last ten years were considered 

for inclusion. Selection criteria included studies that examined factors affecting the 

quality of nursing care, nurses' job satisfaction, staffing levels, resource availability, 

and the impact of policies and regulations on nursing care delivery.  

  The method of data analysis consisted in the content analysis of each study 

included in the literature review to identify the common factors that influence the 

quality of nursing care in terms of the purpose of the study, objectives, results and 

conclusions. The data collection instrument consisted of two parts. The first part 

consisted of questions on demographic information that affect the quality of work 

of nurses (including gender, age, education, marital status, type of hospital, monthly 

salary). The second part was information on other factors that affect the quality of 

work of nurses, such as Work-Related Predictors, Psychological Predictors. We 

then synthesized the findings to identify common themes and patterns across the 

studies.  This allowed us to draw significant conclusions and identify the main 

factors that influence the quality of nursing care provided to patients. 

 The following table provides detailed information on the studies included in this 

literature review, the authors of the study, the date of publication, the journal where 

it was published and the size of the sample included in each study. In addition, the 

factors influencing the quality of nursing care in each analyzed study were analyzed 

and presented in tables, and these factors were classified into three groups 

(demographic factors, work-related factors and psychological factors). 

4 Results  

Initially, 213 articles resulted from the systematic search. After careful review of 

each article, only 20 met all inclusion criteria and were ultimately included in the 
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systematic review. The study selection process is schematized in Figure 1. This 

selection process ensures that the final set of articles closely matches the research 

objectives and inclusion criteria, increasing the reliability and relevance of the 

systematic review. 

Table 1 presents the findings from the 20 articles selected for the systematic review, 

all of which discussed socio-demographic factors. The most prevalent factors 

influencing the quality of work life for nurses included differences in education 

level, age, and marital status. Other influential factors were nationality, area of 

residence, religion, gender, and family situation. 

Income or salary was identified as a decisive factor affecting nurses' quality of work 

life. Inequities in compensation led to dissatisfaction and stress, negatively 

impacting the quality of their work. 

The department in which nurses worked also played a significant role in their quality 

of life. Studies indicated that nurses in intensive care units were generally 

dissatisfied with their work life quality, while those working in ambulatory settings 

reported a better quality of life. 

Overall, a good quality of nursing work life was associated with higher nursing 

positions and factors such as work department, educational status, the availability 

of safe rest periods, and the inclusion of small breaks in work schedules. 

Additionally, nurses reported higher levels of burnout and stress compared to other 

human and health service professionals, including social workers and hospital staff. 

 

Conclusions 

Based on the articles included in the study, several key conclusions can be drawn. 

First, there is a clear need for the development of policies that support nurses in 

their work, specifically addressing factors that impact the quality of their 

performance. Additionally, workplace inequality must be tackled, as it significantly 

affects the psychological well-being of nurses. Measures to reduce this inequality 

are essential. 

Particularly for nurses working in tertiary health care, there is a pressing need for 

supportive policies. This sector reported higher instances of issues such as 

inequality, emotional burden, job dissatisfaction, and concerns about salary. 

Therefore, targeted interventions in tertiary care are crucial. 

Moreover, it is evident that more research is needed in Albania to understand the 

factors affecting the quality of nurses' work. The literature review highlighted a 

significant gap in comprehensive studies in this area within the country. Addressing 

this gap through further research will provide valuable insights and inform future 

policy decisions. 
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Figure 1 

The process of identifying studies via databases 
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Job stress 

International 

Journal of 

Africa Nursing 
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Male:51% 
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Working 
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Frontiers in 
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Marital status;  

Educational 

status 
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2017 [24] 

288 nurses 
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International 
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5 
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374 nurses Age,  

Work 

Satisfaction,  

Workload 

Stress level 

Sultan Qaboos 
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Journal 

(SQUMJ) 
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109 nurses 
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Working 
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508 nurses 
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intensity, 
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102 nurses  
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9 
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[27] 

167 nurses 

Age, 
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status,  
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Female:  
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Religion 

10 
Gaalan et al. 
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346 nurses 
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11 
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al. 2020 [29] 
135 nurses 

Age,   

 Job burnout Value in Health Marital status, 
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160 nurses  
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71 nurses  
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16 
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Female 55% 
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[35] 
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working;  
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Abstract: In our study, we examined the impact of the CSR campaign of the five-time 

Hungarian basketball champion Falco-Vulcano Energia KC Szombathely. It can be shown 

that since the 2010s, social responsibility has been a frequently used marketing 

communication tool of Western European sports clubs. In the 2020s, due to pandemics, wars 

and irresponsible corporate governance, people, potential consumers, are becoming more 

and more aware of CSR. At the same time, commercially based sports clubs have a very 
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important role in shaping society. Three research questions were asked to investigate the 

CSR activities of the basketball club in Szombathely. 

- What impact does it have on the marketing communication of the team? - The 

"campaign-themed" content shared during the campaign triggered a total of 

2607 interactions. 

- Can it shape the awareness of the fans? - 88.3% of respondents knew what 

problem the campaign was highlighting 

- Do the fans support the CSR actions of the team? - 85% of respondents said that 

repeating such a campaign regularly helps to raise awareness and raise 

awareness of the problem. 

1 Introduction 

It can be pointed out that in the 2010s, a new marketing communication tool was 

the social responsibility of sports companies, especially professional sports clubs 

[1]; [2]; [4]; [11]. "Under the concept of corporate social responsibility, companies 

voluntarily integrate social and environmental considerations into their business 

operations in addition to their legal obligations and shape their relations with the 

groups (consumers, employees, suppliers, etc.) that affect their activities along these 

principles. A consciously formed attitude is different from a purely profit-oriented 

attitude towards employee rights, the enemy of corruption and business ethics..." 

[5]. Nowadays, researchers agree that the main motivation of (sports) companies 

are to do well because being identified with a good cause is also good business [1]; 

[2]; [4]; [6]; [7]; [8]; [9]; [10]; [11]; [12]. It can be observed that firms that are 

actively involved in CSR are those that are profitable or see CSR as an investment 

and want to sustain it in the long term [3]; [6]. In the 2020s, due to the impact of 

pandemics, wars and irresponsible corporate governance, people, potential 

consumers, are becoming more conscious of the perception of CSR and a new 

concept, greenwashing, has emerged. Greenwashing already existed in the 2010s, 

but in sports organisations, fans and analysts have now realised this negative trend, 

whereby the business outcome has become more important than the cause itself 

when it comes to CSR activities. Several researchers have contrasted the 'business 

argument' with the actual CSR case [3]; [8]; [9]. CSR programmes are more 

sketched by today's people and consumers, so sports companies now need to not 

only communicate but also act for their chosen cause. If both communication and 

actual action take place, CSR programmes can spark true consumer engagement 

between the company and its people. 

On the other side of the issue, professional sports clubs, the business-based sports 

enterprise, have a very important role in shaping society. The operation of a sports 

club has an environmental, economic and social impact. In the case of Hungarian 

sports clubs of all kinds, both terms of responsibility and communication strategy, 

CSR is a blank spot. This may be because it requires a long-term and large capital 



103 

 

investment, which not all companies can afford [1]; [2]; [3]. In Hungarian sports 

companies, CSR is also rarely manifested because short-term profit-making is more 

important [10]; [11]; [12]. However CSR, like storytelling, has the potential to 

personalise the relationship between consumers and the sports company and to 

create empathy and a sense of belonging to the community. From a marketing 

communication point of view, it is very important to know the consumers' 

perspective, as they are the "target" of CSR programmes. The Szombathely 

basketball club Falco-Vulcano Energia KC Szombathely, the focus of our research, 

did exactly that. With a smaller marketing budget, they try to convey as much value 

as possible in their communications. I wonder how a Szombathely basketball team's 

Crucial Catch campaign - a movement known from the American Football League 

(NFL) to raise awareness of screening programmes that play an important role in 

cancer prevention - can deliver value and exceed its communication goals. What do 

team fans say about standing up for a cause? These are some of the questions we 

sought to answer in our research. 

2 Method 

Our research can be divided into two parts. In the first stage, we carried out a 

documentary analysis of CSR and its role in the communication strategy of sports 

clubs and federations. We also conducted a case study in Hungary, where we 

investigated the Crucial Catch campaign of the Hungarian basketball team Falco-

Vulcano Energia KC Szombathely, its effectiveness and short-term effects. We 

evaluated the team's communication strategy and used a questionnaire with fans to 

find out how effective a CSR programme initiated by a sports company can be in a 

local market in Hungary.  

3 Results 

The total reach (total number of posts reached) during the almost 3-month campaign 

was 41,167 (29 pieces of content shared), which was 17,748 on Facebook and 

23,419 on Instagram. The average reach of the content shared by the team was 

1,419, which is roughly in line with the reach average for the Yellow and Black. 

Based on engagement data (number of reactions to content), the campaign 

"performed better" than match-related content illustrated in Figure 1. 
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Figure 1. 

Social Media Reach & Engagement Rate data 

The "campaign-themed" content shared during the campaign generated a total of 

2,607 interactions from people. During our analysis, it was striking that Instagram 

pages had a significantly higher engagement rate (interaction/reach). The average 

engagement rate for the 15 posts published on Instagram was 9.7%, while the same 

rate for the Facebook page was 3.1%. The team's social media communications 

were average and above average in terms of reach and engagement rate. It can be 

seen that the team put sufficient effort into getting the message out to people. 

However, in addition to social media, they also communicated elsewhere, which, as 

the questionnaire showed, helped a lot in getting the message to people and fans 

who do not use social media. The team used the following platforms:  

● Facebook 

● Instagram 

● Website 

● Other online newspapers (bb1.hu, sportsmarketing.hu) 

● Printed media  

● At home matches, loudspeaker 

76.7% of respondents said that they heard about the team's action on Facebook, 

while 73.3% said that they heard about the team's action from a message at the 

match. The impact of the campaign was assessed using a self-designed 

questionnaire. The average age of respondents was 43.4 years and the standard 

deviation was 15.8. The youngest respondent was 18 years old and the oldest was 

77 years old! In all cases, we wanted to see if a campaign launched by a sports team 

could get the message across - in our case, it was the sponsor and the problem. 

91.7% of those surveyed knew that the beneficiary of the fundraising was the 
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Alpokalja Foundation for Children with Cancer. Perhaps more important in the 

longer term was the following question: What problem does the Crucial Catch 

campaign raise awareness of? 88.3% of the respondents knew the answer, which 

was that the problem the club in Szombathely wanted to raise awareness about was 

the importance of screening for cancer. We also had a third question to get the 

message across, asking respondents to write down the motto of the campaign. 51.7% 

of the respondents could accurately recall the slogan NOT ONLY BUY IT, WEAR 

IT TOO. 32.8% noted the printed I helped you text on the T-shirt as the campaign 

slogan, while 14.5% of respondents could not remember the slogan. Respondents 

were also asked about team involvement and its importance. 85% of the respondents 

said that repeating such a campaign regularly helps to raise awareness and raise 

awareness of the problem. 

 

Conclusions 

In terms of the results presented, the conclusions can be divided into three main 

parts: achievement, problem recognition, and understanding of the importance of 

the problem. The first aspect is supported by the engagement rate of 9.7% on 

Instagram and 3.1% on Facebook. The higher-than-usual interaction also means that 

the message has triggered an emotion in the readers of the post, which is the basis 

for a CSR campaign. It can be concluded that the club has formulated its message 

with sufficient depth, explaining the problem accurately and, as a result, has created 

a sufficient emotional impact on consumers. Similar matchday and Facebook reach 

(73.3%-76.7%) for awareness of the campaign could be observed, which could 

mean that those attending the match were aware of the Facebook platform as well 

as the venue, thus developing an emotional connection with the club that allows 

them to be part of the club's events not only on matchdays but also beyond, in the 

online space and thus in their everyday lives.  

The most important "yardstick" for CSR-based marketing campaigns is 

that the message they are trying to convey is understood by the target audience. The 

Falco-Vulcano KC Szombathely's "Crucial Catch" campaign raised awareness of 

the importance of cancer screening, and the Alpokalja Foundation for Children with 

Cancer was named as a supporting partner. The questions on this issue were equally 

accurate, with 91.7% of respondents identifying the beneficiary of the collection 

and 88.3% recognising the problem identified by the campaign (the importance of 

screening). The feedback suggests that a clear and successful marketing 

communication was carried out, conveying both the key message and the rationale 

of the campaign. The high figures for respondents' interactivity, reach, and 

understanding of the problem and the message reflect that they were emotionally 

attached to the campaign, and therefore aligned with their values and were on board 

with the initiative taken by the club. 

An important aspect is to identify the campaign slogan, which describes 

the details of the outreach. More than half of the respondents correctly remembered 
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the slogan, indicating a deep immersion in the campaign, as they remembered a less 

strong detail after the "on the surface" and first information, i.e. they understood 

and accepted the details of the initiative. The most important indicator of the 

alignment between the club and the supporters was the response data on the regular 

repetition of the campaign. The policy started by Falco, in which they are a strong 

advocate of CSR campaigns, is an important hallmark of a modern-day professional 

sports company, but it says a lot about the club from the opinions expressed by the 

supporters about the campaign. The confluence of values is shown by the fact that 

85% of respondents would support a regular repetition of similar campaigns, 

making CSR an important topic for them, which could provide the club with a lot 

of extra opportunities to involve its audience in future CSR campaigns, thus raising 

awareness of the cause and issue it presents. 
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Abstract: The adoption of a circular economy, which is defined by the concepts of reduction, 

reuse, and recycling, is essential for achieving sustainable development. Big data analytics 

is becoming a powerful tool in this transformation, providing outstanding knowledge into 

optimizing resources, managing waste, and implementing sustainable practices in many 

industries. This article examines the use of big data analytics to promote the circular 

economy in Albania, a country facing distinct problems and opportunities in the Western 

Balkans region. The study conducts a thorough examination of big data methods, including 

data mining, machine learning, and predictive analytics. It suggests specific sectors, such as 

manufacturing, healthcare, waste management, agriculture, and tourism, as areas where 

intervention should be focused. The article showcases three case studies that demonstrate 

the successful incorporation of big data analytics into circular economy plans, drawing on 

international best practices. Moreover, it examines the present condition and future 

prospects of Albania and the Western Balkans in embracing new technologies, relying on 

existing secondary data and success stories from the region. The results indicate that Albania 

has considerable potential to utilize big data analytics in promoting a more sustainable and 

efficient economy. Additionally, recommendations are provided for policy makers, industry 

leaders, and academic stakeholders to effectively address the difficulties associated with this 

revolutionary process.   
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1 Introduction 

The need for sustainable development is more evident than ever as global 

economies face the dual challenges of resource depletion and environmental 

degradation. The circular economy, characterized by waste reduction and efficient 

resource utilization, presents a promising approach to achieving sustainability [1]. 

However, fully harnessing the circular economy's potential requires inventive data 

management and analysis methodologies. Big data analytics is a powerful tool in 

this context because it can handle large datasets and generate practical insights [2], 

[3]. This article examines the use of big data analytics to enhance the circular 

economy in Albania, which is located in the distinct socio-economic and 

environmental context of the Western Balkans. 

2 Understanding Big Data Analytics  

Big data analytics is a methodical process of analyzing vast and intricate datasets to 

uncover valuable hidden insights and patterns. It involves various methods and 

approaches designed to extract useful information from large amounts of organized 

and unorganized data. The primary goal of big data analytics is to discover 

significant correlations, trends, and linkages that can provide information for 

decision-making, improve procedures, and stimulate innovation in many fields. 

This section encompasses several strategies and methodologies designed to extract 

practical insights from large amounts of organized and unorganized data. The 

primary goal of big data analytics is to discover significant correlations, trends, and 

linkages that might provide valuable insights for decision-making, streamline 

processes, and foster innovation in many fields. These technologies can be directly 

used in Albania's waste management system to optimize waste collection routes, 

increase recycling rates, and forecast waste generation patterns. This will 

significantly enhance resource efficiency and promote environmental sustainability. 

2.1 Key Tools and Technologies 

2.1.1 Data Mining 

Data mining involves exploring and analyzing vast datasets to identify patterns, 

anomalies, and relationships. Through techniques such as clustering, classification, 

and association rule mining, data mining algorithms can uncover hidden insights 

that are not readily apparent through traditional data processing methods [4]. 

2.1.2 Text Mining 

Text mining, also known as text analytics or natural language processing (NLP), 

focuses on extracting valuable information and insights from unstructured text data. 
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Text mining algorithms can sift through large volumes of textual data to extract 

meaningful patterns and sentiments by applying sentiment analysis, entity 

recognition, and topic-modeling techniques [5], [6]. 

2.1.3 Machine Learning & Deep Learning 

Machine learning and deep learning techniques enable computers to learn from data 

and make predictions or decisions without being explicitly programmed. Machine 

learning algorithms like linear regression, decision trees, and neural networks can 

analyze large datasets to identify patterns and make predictions. Deep learning, a 

subset of machine learning, involves training artificial neural networks with 

multiple layers to perform more complex tasks, such as image recognition and 

natural language processing [7], [8]. 

2.1.4 Predictive Analysis 

Predictive analysis uses historical data, statistical algorithms, and machine learning 

techniques to forecast future trends and behaviors. By analyzing past patterns and 

behaviors, predictive analytics algorithms can generate insights and predictions that 

inform decision-making and drive proactive strategies [9]. 

2.1.5 Artificial Intelligence (AI) 

Artificial intelligence encompasses a range of technologies and methodologies that 

enable computers to perform tasks that typically require human intelligence. From 

machine learning algorithms to natural language processing and computer vision, 

AI techniques are increasingly applied in big data analytics to automate tasks, 

uncover insights, and drive innovation [10]. 

2.1.6 Business Intelligence (BI) 

Business intelligence involves data collection, integration, analysis, and 

visualization to inform decision-making and drive business strategy. BI tools and 

technologies enable organizations to transform raw data into actionable insights, 

facilitating data-driven decision-making and performance optimization [11]. 

2.2 Applications and Implications 

Data analytics is widely used in multiple businesses and sectors, such as healthcare, 

banking, retail, manufacturing, and government. Big data analytics has exceptional 

prospects for innovation, effectiveness, and value generation, encompassing 

predictive maintenance, fraud detection, tailored marketing, and supply chain 

optimization. Nevertheless, along with these prospects arise obstacles such as 

apprehensions regarding data privacy, ethical deliberations, and the requirement for 

proficient expertise and resilient infrastructure. Organizations must effectively 
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address the problems associated with big data analytics to fully capitalize on data-

driven decision-making. 

Big data analytics holds immense promise for revolutionizing the circular economy 

by optimizing resource utilization, reducing waste generation, and fostering 

sustainable practices across various sectors. In manufacturing, predictive analytics 

can forecast equipment failures, minimize downtime, and optimize resource usage 

[12], [13]. These insights also aid in designing sustainable products. In waste 

management, big data improves collection, sorting, and recycling efficiency by 

optimizing routes and predicting demand [14]. 

Additionally, in agriculture, big data enables more sustainable practices by 

optimizing resource use and improving crop yields through detailed analysis of soil 

health data, weather patterns, and crop performance metrics. This helps farmers 

make informed irrigation and pest management decisions, promoting efficiency and 

reducing wastage [15]. Integrating these analytics into circular economy practices 

offers significant environmental, economic, and social benefits, supporting a 

sustainable future. 

In Albania's waste management context, these technologies can be directly applied 

to optimize waste collection routes, improve recycling rates, and predict waste 

generation patterns, contributing significantly to resource efficiency and 

environmental sustainability. 

2.3 Best Practices and Case Studies from Around the World 

Three global case studies illustrate the successful application of big data analytics 

in circular economy practices focusing on waste management: 

1. Food-Waste Reduction in Global Businesses 

2. Enevo in Belgium 

3. Sensoneo in Slovakia 

Waste Management: Food-Waste Reduction in Global Businesses 

Literature Review and Case Study Analysis 

Research emphasizes the critical role of big data in enhancing supply chain 

efficiencies and reducing food waste. Studies such as those by [16] illustrate how 

predictive analytics can forecast discrepancies in demand and supply, thereby 

minimizing overproduction and excess inventory, which are primary contributors 

to food waste [16]. In this case, 41 global businesses utilized big data analytics to 

optimize operations and reduce waste. These businesses effectively used big data to 

streamline production schedules, manage inventory, and optimize distribution 

paths, reducing food waste and enhancing profitability [17]. 
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Objective To explore how global businesses across the food supply chain use big 

data analytics to reduce waste and enhance resource efficiency. 

Methodology Through internet searches and expert referrals, researchers found 41 

companies. Using business data, they examined the usage of big data 

analytics and its impact on food waste reduction. Companies were 

assessed by their supply chain position and waste hierarchy—

prevention, redistribution, reuse, recycling, and recovery. 

Findings Companies optimizing linear supply networks for material efficiency 

reduced waste best with big data. It optimizes operations, resource 

allocation, and efficiency for these firms. Companies that sold 

cosmetically damaged food or turned food waste into new goods were 

less likely to use big data but could benefit from it. 

Implications The study emphasizes the need for tailored big data applications based 

on a company's supply chain function. It shows how big data may be 

expanded to have greater environmental and economic implications. 

Waste Management: Enevo in Belgium 

Literature Review and Case Study Analysis 

The integration of sensor technology and data analytics in waste management has 

been increasingly studied, and it has shown significant improvements in operational 

efficiency and environmental sustainability [18]. Enevo implemented an intelligent 

waste management system in Brussels, utilizing sensors to monitor dumpster fill 

levels and optimize collection routes. This led to fewer collection trips, reduced 

emissions, and improved recycling rates, demonstrating the effective use of big data 

in urban environments [19].  

 

Objective To evaluate the impact of sensor-based data analytics on urban waste 

management efficiency and sustainability. 

Methodology The study analyzed waste collection data before and after 

implementing Enevo's system. Metrics such as the number of 

collections, vehicle emissions, and recycling rates were tracked to 

assess improvements. 

Findings Implementing Enevo's technology resulted in a 20% reduction in 

waste collection trips and a significant improvement in recycling 

compliance, highlighting big data's role in enhancing resource 

efficiency and reducing environmental impact. 
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Implications This case shows how intelligent waste management solutions may 

change cities. Further study and investment in such technology could 

improve city sustainability worldwide. 

Waste Management: Sensoneo in Slovakia 

Literature Review and Case Study Analysis 

Big data's role in enhancing the efficiency of waste management systems through 

better decision-making and operational adjustments is well-documented [20]. 

Sensoneo's deployment in Slovakia involved using sensors and data analytics to 

monitor waste levels and optimize collection routes, reducing operational costs and 

increasing recycling efficiency. 

 

Objective To investigate the effectiveness of data-driven technologies in 

improving waste management practices in mid-sized European cities. 

Methodology The study involved continuously monitoring waste management 

activities in selected Slovak cities and analyzing data collected from 

Sensoneo's sensors regarding waste levels and collection frequencies. 

Findings Sensoneo's technology enabled a 30% reduction in collection costs and 

improved the recycling rate by optimizing the collection schedule 

based on actual waste generation data. 

Implications The successful application of Sensoneo's system illustrates the critical 

role of big data in modernizing waste management. It could serve as a 

model for other cities seeking similar efficiency and sustainability 

improvements. 

3 Methodology 

Data Collection 

The study used secondary data from Eurostat, covering recycling rates and waste 

management metrics across Western Balkan countries, focusing on Albania from 

2000 to 2022. This dataset was supplemented by local waste management data from 

the Albanian government and relevant NGOs involved in waste management and 

environmental sustainability initiatives. 
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Data Analysis 

The analysis involved several steps: initially, a descriptive analysis was conducted 

to understand waste generation and recycling rate trends, calculating the mean, 

median, and standard deviation to assess the distribution and variability over the 

years. Trend analysis using time series techniques identified trends in Albania's 

recycling rates, highlighting significant improvements and periods of notable 

change. The comparative analysis placed Albania's data against that of neighboring 

Western Balkan countries to evaluate its performance in regional environmental 

efforts, providing insights into its progress in waste management. Finally, a gap 

analysis identified data gaps, particularly in the early years, discussing their 

potential implications on the accuracy and reliability of the trend analysis. 

4 Results and Discussions 

 

Figure 1. 

Municipal water by waste management operations in Western Balkans Countries  

Source: Eurostat8 

This analysis examines per capita waste generation across Western Balkan 

countries—Croatia, Bosnia and Herzegovina, Montenegro, North Macedonia, 

Albania, and Serbia—over ten years from 2013 to 2022. The study uses descriptive 

statistics and visual trend analysis to reveal patterns and implications of waste 

management practices in these nations. The data shows an upward trend in waste 

generation over the decade. Albania's waste generation increased from 376.5 kg per 

 
8  https://ec.europa.eu/eurostat/databrowser/view/env_wasmun/default/table?lang=en  

https://ec.europa.eu/eurostat/databrowser/view/env_wasmun/default/table?lang=en
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capita in 2013 to 449.8 kg per capita in 2022. The standard deviation values indicate 

significant variability within each country annually and across the region. Serbia 

recorded the minimum waste generation at 259 kg per capita in 2015, while 

Montenegro had the maximum at 537 kg in 2022. This range highlights the impact 

of local management efficiencies and policy effectiveness on waste production 

levels. 

 

Country Croatia Bosnia and 

Herzegovina 

Montenegro North 

Macedonia 

Albania Serbia 

Count 10 7 10 8 10 10 

Mean 425.3 377.89 498.1 416.33 388.8 366.6 

StdDev 29.78 60.19 23.62 37.37 78 76.8 

Min 387 311 479 370 295 259 

25th 

Percentile 

403 340 490 380 325 299 

50th 

Percentile 

(Median) 

418 352 499 412 369 336 

75th 

Percentile 

445 356 516 445 436 427 

Max 478 478 545 467 491 472 

CAGR 0.02 0.06 0.01 0.03 -0.01 0.05 

Table 1 

Descriptive statistics and Compound Annual Growth Rate (CAGR) for the trend components of 

municipal waste for each country 

Visual and Trend Analysis 

Graphs illustrate diverse trajectories in waste generation among Balkan countries. 

Albania shows fluctuations, indicating variability in policy effectiveness and 

economic conditions. Croatia and Montenegro display consistent increases in waste 

production, aligning with their economic development and urbanization. In contrast, 

Bosnia, Herzegovina, and Serbia demonstrate stability in their waste generation, 

suggesting practical but static waste management systems. 

Trend component analysis, performed using time series decomposition, highlights 

underlying annual waste generation data trends. This method, applied using Python 

and the statsmodels library, separates the data into trend, seasonality, and residuals. 

The focus on the trend component reveals Albania's need for improved waste 
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management strategies. While Montenegro and Croatia experience a steady rise in 

waste production, other countries show no significant directional trends, reflecting 

the complex interplay of economic, policy, and societal factors. The absence of clear 

trends in several countries indicates potential counteracting factors, such as 

improved waste reduction strategies or economic downturns, influencing overall 

waste generation. 

       

      

Figure 2 

Trend Analysis of five Western Balkans Countries 

Discussion 

The upward trends in waste generation in countries like Montenegro and Croatia 

underscore the need for proactive waste management strategies, including enhanced 

recycling programs, waste reduction at the source, and increased public awareness 

and engagement. The variable trends across the region suggest that one-size-fits-all 

policies may not be effective, necessitating localized strategies tailored to each 

country's specific conditions and needs. This study highlights the critical 

importance of continuous monitoring and adaptive policy frameworks to manage 

waste generation effectively in the Western Balkans, which is crucial for 

environmental sustainability and the health and well-being of the region's 



117 

 

populations.

 

Figure 3. 

Western Balkans countries' recycling rate of municipal waste  

Source: Eurostat9 

This other graph outlines the recycling rate of municipal waste. The statistics show 

a gradual increase in recycling rates over the years where data is available. Due to 

the very sparse data in the early years, many statistics (like mean and standard 

deviation) start becoming meaningful only later when more data points are 

available. Croatia and Serbia show measurable improvements and provide the most 

consistent datasets. Other countries like Montenegro, North Macedonia, and 

Albania show entries only in recent years, limiting trend analysis but indicating 

starting points for these countries about recycling initiatives. Bosnia and 

Herzegovina have minimal data, mostly zeros, indicating no reporting or significant 

recycling activity captured. 

This analysis highlights the challenges and progress in recycling within the Western 

Balkans region, suggesting a general positive trend in recent years where data is 

more available. This could reflect increased efforts towards environmental 

sustainability in these countries. 

  

 
9  https://ec.europa.eu/eurostat/databrowser/view/cei_wm011/default/table?lang=en 

https://ec.europa.eu/eurostat/databrowser/view/cei_wm011/default/table?lang=en
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Conclusions and Recommendations 

Allocate resources towards the implementation of robust data collection systems 

that are outfitted with Internet of Things (IoT) devices and sensors. This will enable 

the improvement of waste management practices and the establishment of 

standardized data reporting protocols across various municipalities. The utilization 

of machine learning and predictive analytics is employed to optimize the allocation 

of resources and deploy sensor-equipped smart receptacles that enable real-time 

monitoring of waste. Formulate policies grounded in empirical evidence by 

leveraging big data analytics and promoting public-private partnerships to foster 

innovation and improve waste management and recycling processes. These 

suggestions intend to improve the waste management practices in Albania to 

produce data-driven and sustainable solutions consistent with the circular economy. 

By implementing this proactive approach, achieving environmental sustainability 

goals concurrently with economic growth and improving community welfare would 

be possible. 

This research underscores the substantial influence that big data analytics can exert 

in enhancing refuse management within the circular economy framework of 

Albania. A comprehensive data analysis from 2000 to 2022 has revealed significant 

advancements and trends that can potentially guide future endeavors. 

Technological efficacy has been enhanced through the implementation of cutting-

edge technologies like machine learning, predictive analytics, and IoT devices. 

These technologies have increased operational efficiencies, optimized recycling 

processes, and enhanced forecasting. International case studies substantiate these 

benefits, which illustrate reduced costs, increased recycling rates, and sustained 

feasibility. 

Empirical evidence shows a notable increase in recycling rates and efficacy over 

the last three years. This implies that implementing strategies and technologies in 

adherence to global standards of excellence has yielded favorable results. 

Comparing Albania's performance to that of other nations reveals its progress and 

pinpoints regional cooperation and enhancement opportunities. 

Integrating big data analytics into the waste management processes of Albania 

offers a promising pathway toward realizing a circular economy. Positive trends 

indicate a commitment to improving environmental management, offering a hopeful 

outlook on achieving sustainability goals. For Albania to fully actualize its 

environmental stewardship and waste management potential, advanced 

technologies and data-driven methodologies must be implemented. 
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Abstract: The use of blockchain technology gives universities the opportunity to create their 

own blockchain. By rethinking the Bologna program applied in education, in the future, 

universities will be able to work together even more closely in the field of joint curriculum 

development. It can be observed that different universities teach the same subjects. As a 

result, university lecturers have even more burdens outside of teaching, as lecturers must 

prepare the same teaching materials for each university. The aim of the research is to create 

a blockchain in practice, as well as to present it in detail, where university lecturers could 

upload uniformly prepared teaching materials. In the long run, a unified and universally 

accepted university curriculum will certainly bring many advantages. If the university also 

wants to upload paid course content to the blockchain, a smart contract must be used. With 

the help of a smart contract, payments for teaching materials would be carried out in an 

automated manner, so additional burdens could be taken off the shoulders of universities. 

Since the blocks in the blockchain are closely built on top of each other, it is difficult to 

modify them with the educational materials stored in them. Since universities must provide 

students with up-to-date knowledge, the teaching materials must also be up to date. The 

modification of teaching materials at specified intervals could be solved using the Soft-Fork 

blockchain process. 

Keywords: Study Material, Smart Contract, Soft-Fork 

Introduction 

Today, blockchain technology is still considered a novelty, even though new ideas 

in this area appear daily. IT professionals are still getting to know blockchain-based 

solutions and are trying to take advantage of its potential. 

Blockchain technology has not yet spread in university education, although it is 

already successfully used in many areas, such as: 

mailto:balint.krisztian1@uni-obuda.hu
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• Health records stored in a blockchain allow patients to make their 

structured data available to doctors. Such patient electronic health record 

databases would make entries tamper-proof while empowering patients to 

grant access to their electronic health records [1]. 

• Nowadays, many banks and other financial institutions are looking into 

and implementing blockchain security systems that are reducing the risk 

of cyber threats and fraud. The NASDAQ recently announced a plan to 

launch a Blockchain-based digital ledger which allows them to boost their 

equity management capabilities [2]. 

• The world is facing an expansion in the quantity and diversity of digital 

data that are generated by both users and machines. Blockchain technology 

comes providing significant solutions for the best way to store, organize, 

and process Big Data [3]. 

• Musicians can sign smart contracts with the label. The advantage of this is 

that by concluding decentralized and completely transparent contracts, it 

is possible for them to be paid on time and, in case of success, to receive 

even higher royalties. The smart contract implements the predetermined 

conditions without any external influence. Last but not least, Spotify 

acquired the media blockchain in 2017 [4]. 

To securely store and access the data, the course materials can be uniformly 

uploaded to the blockchain, as it can be observed that different universities do not 

teach the same subject in the same case. By applying blockchain technology, 

teaching materials can be standardized, so that lecturers do not have to process them 

again and again at each university. If the student was to change universities, the 

teaching materials would be the same as those of the previous university, so 

education would become even more efficient. An important part of the Bologna 

program is that the curriculum of the universities is similar so that when the student 

changes universities, the student can take the subjects he has already taken with 

him, so he does not have to repeat them again. Due to the use of blockchain 

technology, this check is not necessary, as the curriculum is uniform in all cases. It 

may happen that the study materials of some courses are paid for, in which case the 

study materials of the university blockchain can be accessed through a smart 

contract. Using the smart contract, the course material can be purchased 

automatically, without human intervention. 

The research is structured according to the following structure: 

• Examination of decentralized On-Chain and Off-Chain solutions for 

university data storage creation of an UEDSC blockchain, 

• Creating a university blockchain, 

• Sale of university study materials using a smart contract, 

• Executing a Soft-Fork on the UDSC Blockchain. 
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1 Investigaiton of Available Blockchain Types from 

the Perspective of Storage of University’s Teaching 

Materials 

By using a decentralized data storage solution, the data is more secure than in the 

case of cloud-based storage, since it is distributed across a number of nodes. 

Furthermore, storage systems use public key encryption. Data is distributed flexibly 

between nodes, and smart contracts are also used automatically for the purpose of 

execution [5]. Advantages of decentralized data storage: 

• The performance is balanced, as the nodes share the data volumes 

proportionally, 

• High availability. Most of the hubs are available 24 hours a day. If some 

nodes become unavailable, the others will continue to serve the user. 

• High degree of independence. Each node is independently responsible for 

following the rules, thus forming the blockchain ecosystem. It is not 

restricted by an outside person or authority and regulates its operation. 

• The users' data is fragmented and then sent encrypted to the nodes. In the 

event of a DDoS attack, the system remains operational. 

• If some nodes do not work or become unreachable in the event of an attack, 

the other nodes can continue to function without interruption. In the 

centralized system, if the central server stops, the whole system will most 

likely be inoperable, that's why it is data cannot be accessed [6]. 

There are two major implementations of decentralized blockchain-based data 

storage. This is the Off-Chain and On- Chain blockchains. 

Off-Chain does not store each individual data per node, instead it records their hash 

value. The actual storage of the data would take place on the university's hard drive. 

This data is fragmented into multiple copies before saving [7]. 

On-Chain is the most secure blockchain-based data storage solution, as all data is 

saved in every block. As a result, the operation of the network can slow down, 

extremely may become unavailable due to overload. In addition, the nodes preserve 

all data and are constantly synchronized with each other. If an attack occurs, the 

data will not be lost. This is an expensive but safe solution [8]. The first figure below 

shows the structure of the private blockchain. 
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Figure 1 

Private blockchain [9] 

Before I create my own blockchain that is suitable for storing university data, I will 

examine what ready-made blockchain-based data storage solutions are available 

that may be suitable for storing university data. These are the following: 

• File Coin and 

• IPFS (InterPlanetary File System). 

File Coin, like other decentralized services, has the following disadvantages: 

• High volatility, therefore surrounded by considerable uncertainty, 

• Difficult to scale, 

• In many cases, they are slower than their centralized counterparts. The 

speed is very data-miner dependent [10]. 

The purpose of IPFS is to connect all computer systems to the same file system. It 

also works on a Peer-to-Peer basis. The advantage is that there is no central server 

and that the data is stored in different locations around the world. 

Compared to other systems, it offers a high-performance block storage model in 

which content and destination links are located. It also combines DHT (Distributed 

Hash Tables) solutions with self-authenticating namespaces. The advantage is that 

IPFS nodes do not need to trust each other, thus reducing the possibility of failure. 

Its only drawback is that it does not provide a strong data protection and 

cryptographic solution [11]. 

After reviewing IPFS and File Coin data storage solutions, I have concluded that 

for the highest database security available, I will create my own university 

blockchain where I can personally control access rights to the data. To keep the On-

Chain blockchain fast, I will maximize the block size to 1 MB. 
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2 Creation of a University Blockchain 

In the case of the constitution of a self-sufficient, faculty-based blockchain, the 

educational institution may determine the advantageous and convenient conditions 

of data storage. These may be the following: 

• Broader access to the blockchain in question, 

• The definition of the size of blocks, 

• The definition of terms of use, 

• The original block (genesis block) to which will all the other blocks will 

connect, stays in the domain of the faculty, 

• The limiting of access to the blockchain (only the authorized persons may 

use it), 

• The definition of data protection policy, 

• The blockchain may be started on multiple servers to uphold the security, 

• The nodes are more easily monitored, 

• The system will become more transparent, 

• The eventual data compromising will be more easily identified [12;13]. 

When creating the university blockchain called UDSC (University Data Storage 

Chain), the first step is to create the genesis block. The creation of the genesis block 

is shown in the second figure. 
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{ 

    "config": { // the config block defines the settings for our custom chain and has certain attributes to 

create a private blockchain 

        "chainId": 987, // identifies UDSC blockchain 

} 

        "homesteadBlock": 0, // Homestead version was released with a few backward-incompatible 

protocol changes, and therefore requires a hard fork. UDSC chain however won’t be hard-forking for 

these changes, so leave as 0 

        "eip155Block": 0, // Homestead version was released with a few backward-incompatible protocol 

changes, and therefore requires a hard fork. UDSC chain however won’t be hard-forking for these 

changes, so leave as 0 

        "eip158Block": 0 

    }, 

    "difficulty": "0x400", // This value is used to control the Block generation time of a Blockchain. The 

higher the difficulty, the statistically more calculations a Miner must perform to discover a valid block 

    "gasLimit": "0x8000000",   

    "alloc": {}} 

} 

Figure 2 

Creating a genesis block [14]. 

The faculty-based blockchain may be constituted in the following manner, 

presented in the third figure. This blockchain called UDSC needs to be created for 

the purpose of storing the university teaching materials. 

University chain-util generate UDSC 

the default settings would be used: 

/default ~ university chain/UDSC/chainsettings.dat  

chainsettings.dat include:  

Database addresses [receiver (cloud storage) IP address, sender (university) IP address], 

Database system addresses [receiver (university database) IP address, sender IP address],  

Terms of GDPR database. 

Next, the UDSC blockchain would be initialized, and the genesis block would be created 

universitychain  UDSC  

The server will be started in those few seconds after the genesis block has been found, then the node 

address needs to be connected: 

UDSC@192.168.0.1:8008 

After these steps, the connection can be attempted from a second server: 

universitychain  UDSC@192.168.0.1:8008 

After the message confirming the chain has been initialized, permission is not given for connection to 

the database. The address would be copied and pasted: 192.168.0.2 

finally, permission for connection would be granted:  

universitychain UDSC grant 192.168.0.2 connect. 

Figure 3 

The creation of an UDSC blockchain [8;12;13] 

mailto:UDSC@192.168.0.1:8008
mailto:UDSC@192.168.0.1:8008
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3 Payment of University Course Material Through 

the Use of a Smart Contract 

A Smart Contract is a digital contract that controls the user’s digital assets, 

formulating the participant’s rights and obligations, and will automatically execute 

by computer system [9]. 

A smart contract is one based on blockchain technology a solution that 

automatically executes the conditions defined therein by bypassing an external third 

party as an enforcer. It only executes instructions that which are defined in advance 

in the contract terms. These conditions are called triggers. The following 4 

conditions are required when concluding a smart contract: 

• For the subject of the contract, which is actually the subject of the contract, 

• To define conditions precisely. The provisions of the contract can only be 

implemented if they are fulfilled, 

• For authentication. The subject of the contract and its conditions must be 

authenticated with a digital signature, 

• Lastly, a blockchain is also needed where the contract can be created [15]. 

After the creation of the university UDSC blockchain, the course materials become 

accessible to students after entering the appropriate username and password. 

However, as part of some courses, lessons may become paid. This is especially 

typical for online education. If paid content is uploaded to the blockchain, then by 

definition it can only be accessed after payment. The smart contract is a big help in 

this. By applying a smart contract, paid course materials stored in the blockchain 

become available to students after they have been paid for them. The fourth figure 

below shows the smart contract-based payment method. 

1 contract University study material {  

2 uint public price ;  

3 uint public university’s stock ;  

4 /.../  

5 function updatePrice ( uint _price ){  

6 if ( msg. student == university )  

7 price = _price ;  

8 }  

9 function buy ( uint quant ) returns ( uint ){  

10 if ( msg. value < quant * price || quant > stock )  

11 throw ;  

12 stock -= quant ;  

13 /. 

Figure 4 

Sale of university study materials using a smart contract 



128 

 

4 Possible Soft-Fork of UDSC University Blockchain 

If the lecturers want to modify the curriculum uploaded to the existing blockchain 

to the blockchain, then a Soft-Fork must be performed on the university UDSC 

blockchain to ensure the continued smooth operation of the blockchain.  This means 

that the system Soft Fork comes to play when the system comes to a new version or 

new agreement, and it isn’t compatible with the previous version, the new nodes 

couldn’t agree with the old nodes. Because the computing power of new nodes has 

greater weight than old nodes, the old nodes will never be approved by the new 

nodes, but new nodes and old nodes will continue to work on the same chain. There 

is also a concept of compatible chains that are made when new nodes and the old 

nodes agree on the consensus and the new nodes can also join in with the old nodes 

as well [16]. The fifth figure shows the Soft-Fork of the UDSC blockchain. 

 
Figure 5 

Soft-Fork on UDSC blockchain [17]. 

5 UDSC Connect with Other University Blockchain 

To be able to connect a blockchain with another blockchain, you need a blockchain 

bridge. In general, blockchains are separate closed systems that have their own 

ecosystem. If we want to connect the university UDSC blockchain with another 

blockchain, a blockchain bridge must be used. In practice, this would mean that if 

the other universities also have their own blockchain, interoperability and closer 

cooperation could be established between them. In the case of a decentralized 

bridge, the main goal is that there is no need for an external party that can cheat. As 

a result, a smart contract and a decentralized network are needed, as well as 

validators who pay attention to compliance with the rules. 

In addition to using the blockchain bridge, the Polkadot blockchain can also be used 

to connect the UDSC blockchain with other university blockchains, as Polkadot 

aims to create a framework between blocks that want to create a common 

connection between each other. Blockchains can connect to Polkadot and thus work 

in parallel. 
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Conclusions 

Even though universities are open to new solutions and use modern teaching 

methods, the potential inherent in blockchain technology is not yet fully exploited. 

By creating a unified and universally accepted university blockchain, cooperation 

between universities can be made even closer. The storage of uniform teaching 

materials in a blockchain is considered a forward-looking solution nowadays, which 

is currently underutilized. 

By applying a smart contract, even paid content becomes available to students. 

Since there is a need for continuous curriculum development, the modification in 

the blockchain can be solved with the help of Soft-Fork. 

Depending on the possibility, it would be advisable for universities to create their 

own common blockchain, rather than renting a ready-made blockchain suitable for 

data storage, since in this way they would be able to regulate the operating 

conditions of the blockchain and the authorizations themselves. 
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implementation of the circular economy in Africa. We posit that recycling can be a viable 

and profitable venture in developing countries, contingent upon the presence of specific 

enabling factors. 

Keywords: circular economy (CE), recycling, developing countries, profitability, waste 

Management 

1 Introduction 

A waste crisis has emerged worldwide wherein billions of tons of waste are 

generated annually. Developing countries, in particular, grapple with insufficient or 

non-existent waste management systems, making waste management challenges 

more pronounced [1]. Recycling holds the potential to resolve this issue by 

minimizing waste and opening up economic opportunities. Yet, the establishment 

of profitable recycling industries in developing countries is hindered by inadequate 

infrastructure, limited financing, and unsupportive regulatory and policy structures. 

Additionally, it is worth investigating the possibility of public-private 

collaborations to encourage financially successful recycling businesses and the 

effects of such industries on society and the environment in emerging economies. 

The purpose of this study is to find out how the recycling business can work in 

developing countries as an activity that can bring profit and, at the same time, have 

a positive effect on the environment such as waste, pollution, and CO2 reduction. It 

is a well-known fact that recycling has been a successful activity in a number of 

developed countries. Yet, it is unclear which sectors of the recycling business are 

more profitable, especially considering the fact that developed and developing 

countries have different conditions under which recycling activities are conducted.  

Exploring the most profitable recycling sector that can have a beneficial long-term 

impact in developing countries, as well as the challenges and opportunities that it 

may face in those areas will be under scrutiny. Many stakeholders such as 

governments, investors, and a variety of businesses might find this research 

beneficial to find new business opportunities as well as support the field of 

sustainability. That is why the aim of this research is to analyze recycling business 

models covering all its sectors, to perceive the potential opportunities and to 

comprehend the intricacies of a recycling business in developing countries in order 

to explore its possible profitability and its sustainability effect.  

The research objectives will include the exploration of the recycling activities at 

current levels in developing countries, the analysis of possible obstacles to 

establishing a recycling business in developing countries, the evaluation of 

recycling models in developed countries and their profitability, the detection of 

long-term benefits recycling activities pose on the environment, the discovery of 

developing countries laws and regulations, the exploration of the advantages for 
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developing countries in terms of social and economic fields [2], and the provisions 

of possible profitable recycling business sectors for developing nature. 

After the research and data collection methods a literature review will be presented. 

The Results section will include the detailed analysis and discussion of the present 

situation regarding the recycling sector in the selected developing countries and the 

paper closed with a discussion and conclusions sections. 

2 Research Method and Data Collection 

The research basically relies on secondary data and apart from the literature 

secondary data analysis is carried out. The literature review presents a 

comprehensive and in-depth literature review of available research addressing 

recycling as a profitable business in emerging and developing economies. 

Academic journals, prior research papers, and reports from organizations including 

the World Bank or the United Nations may fall under this category. 

As primary research economic analysis is conducted focusing on the financial 

performance and profitability of recycling businesses in developing countries. This 

may include analyzing market demands for recycled products, recycling process 

costs, and the potential revenue streams that can be generated. Annual reports 

published by acknowledged companies and public datasets are used as source for 

analysis.  

The primary research is conducted by the usage of secondary data.  Developing 

countries are combined together in order to find out which recycling practices as 

well as practices of circular economy can bring profit and improve the environment 

in those specific regions. Due to the nature of the research which aims to find out 

the situation in a number of countries and touches a variety of sectors and businesses 

to which is hard to gain access to, it would be very costly and time-consuming to 

collect data. The most suitable method was the usage of secondary data which is 

obtained from such sources as books, journal articles, research papers, and 

governmental reports. These sources can provide a broad spectrum of information 

to answer the main questions of the research. 

We will mainly rely on and utilize sources for the literature review in which we will 

choose carefully and thoroughly while paying attention to selecting the most 

relevant, credible, and up-to-date sources that highlight and gives insights on 

matters related to our topic such as circular economy using as outlined by [3], [4], 

recycling industries and waste management in developing countries while 

comparing these practices with some developed countries such as the United States 

of America. The selection criteria for these sources relies mostly on published 

academic articles and journals, books written by prominent researchers, and reports 
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published by well-known and relevant institutes such as World Bank and World 

Economic Forum with the intention to validate and prove the reported data. 

3 Literature Review 

Global waste management is critical to sustainable development, yet it is often 

overlooked in development theory and global education. Sub-Saharan Africa is 

expected to experience the largest increase in waste generation, and the region is 

already facing a growing waste management crisis [1]. The main conclusion of the 

dissertation by Thorleifsson [1] is that there are fundamental industry barriers that 

companies have limited ability to influence, but they urgently need to overcome 

them [1]. The industry is fragmented; many small actors are acting alone and several 

industrial synergies. 

A roadmap for sustainable waste management in developing countries can be found 

in the book by Hossain et al. [5]. An experienced team of sustainability researchers 

provides a brief overview of modern waste management practices that serve as a 

guide for waste management professionals [5]. Along with flow charts and problem 

examples, the authors provide readers with the information they need to support 

decision-making by country, city size, population, waste generation, type, 

geographic location, etc. The book begins with an overview of modern waste 

management practices, including waste generation, collection, recycling, 

composting, recycling, and waste disposal.  

The book “Waste Management Practices in Developing Countries” edited 

by Godfrey [6] provides information on waste management practices in 

developing countries, as well as the application of research and 

innovation to find suitable solutions to improve waste management [6]. 

Each chapter is selected with a focus on the accumulation of organic 

waste, a major waste stream in developing countries. Some chapters deal 

with waste mismanagement practices as well [7]. 

Based on the International Workshop on Controlled Life-Cycle of Polymeric 

Materials held in Stockholm, Sweden, the work by Albertsson and Huang [8] offers 

detailed discussions of degradable polymers and the recycling of plastic materials – 

analyzing important current topics such as renewable resources, degradation and 

test methods, processing and products, environmental issues, future materials, and 

global governmental policies [8]. 

The background and strategy paper published by the United Nations Industrial 

Development Organization (UNIDO) [9] proposes that the development of 

industrial and post-consumer waste recycling facilities would be an ideal starting 

point for the UNIDO to consolidate and expand its activities in the area of the 



135 

 

circular economy [9]. The research outlines a broad policy framework that provides 

some guidance on how this goal can be achieved [9]. Unfortunately, the 

development of the recycling market has largely neglected in recent decades. For 

example, the US, like many other countries, has become dependent on China and 

other countries for the final markets for materials. US since recyclers recognized 

the profitability of selling low quality products to the Chinese market, which the 

abundant and tolerant Chinese markets could absorb. Therefore, the growth of 

single-stream recycling developed in the United States which (with higher pollution 

rates) together with the relatively low oil and natural gas prices (crushing virgin 

plastic resin prices), and reduced U.S. production of many materials have all 

contributed to lower demand for recycling in the US domestic markets [10]. 

Recycling plastics into new materials is a vital step in addressing the problems 

presented by plastic waste since it may greatly reduce the quantity of waste that 

ends up in the environment [11]. Plastic waste is difficult to decompose in the 

environment and will endure a very long period in landfills and the ecosystem [12]. 

Through the implementation of plastic recycling techniques, plastic items may still 

be produced and consumed while producing less garbage that will harm the 

environment and land up in landfills. A significant portion (about 40%) of the 

plastics used globally are consumed by packaging. Annual global use of plastic 

packaging materials is over 78 million tons. Just 14% of plastic packaging gets 

recycled globally, with the remaining 40% being dumped in landfills, 32% leaking 

into the environment, and 14% being burned and/or utilized for energy recovery 

[13]. The global non-fiber recycling rate increased steadily between 1990 and 2014 

at a rate of 0.7% per year, whereas the global non-fiber incineration rate rose by an 

average of 0.7% per year between 1980 and 2014. If these trends continue as it is 

estimated, by 2050 the global combustion rate will reach 50% and the global 

recycling rate will reach 44%, resulting in a decrease in the global waste rate of non-

fiber plastics from 58% in 2014 to 6% [14]. 

3.1 The Circular Economy 

This research claims that circular economy (CE) is practiced much less in 

developing countries compared to developed nations. Ahmed et al. [15] it their work 

aim to explore the circular economy model in a developing country, in Bangladesh 

to pursue a higher level of sustainability in the region. This work attempts to portray 

possible challenges as well as prospects of the CE being practiced in Bangladesh 

using qualitative and quantitative data. Despite the prospects, CE stays not widely 

practiced in the region. The study also tries to reveal the existing barriers in 

Bangladesh that prevent CE from being widely practiced [15]. 

In the work by Murphy and Resonfield [16] a collection of articles is presented that 

attempts to demonstrate how to move from theory to practice regardless of CE. The 

traditional approach to the life cycle of goods is also compared to the CE’s approach 

to the life cycle. It is also discussed how CE could be profitable not only in 
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developed nations but also in developing countries. Customers’ new demand for 

durable goods is discussed as well. Different sectors are considered and possible 

models are offered for those particular sectors [16]. 

In the WEF report [17], the work of the ACEA (the African Circular Economy 

Alliance) is discussed. The mission of this alliance is to deliver economic growth, 

to create jobs as well as to contribute to sustaining the environment. The sectors 

chosen by the ACEA (food systems, packaging, the built environment, electronics, 

fashion, and textile) are the most important to the region due to their high circularity 

potential as well as economic significance [17]. 

The circular economy is a model of production and consumption that involves 

sharing, renting, reusing, repairing, refurbishing, and recycling pre-existing 

materials and commodities to form a closed–loop system that reduces waste and 

keeps resources in use for as long as is practical. A circular economy aims to diverge 

from the traditional linear economy, which is predicated on resource extraction, 

consumption, and final waste disposal. In a circular economy, resources are not 

discarded since goods are made to have several lifecycles [18]. Recycling is a 

crucial part of the circular economy since it entails gathering, classifying, and 

processing garbage to make new products, which cuts down on the use of raw 

materials and waste [19].  

The circular economy seeks to establish a sustainable system that minimizes waste, 

uses resources effectively, and safeguards the environment. In 2022, it was 

predicted that the entire global income from transactions involving the circular 

economy, which includes the categories of used, rented, and refurbished items, 

would be over 339 billion dollars. By 2026, this is expected to more than double 

[20]. 

Based on the literature review the following research questions were formulated: 

RQ1: Which sectors of the recycling activities could be the most profitable in the 

developing countries? 

RQ2: What are the possible obstacles to establishing recycling businesses in the 

developing nations? 

RQ3: What are the social and economic advantages of recycling practices in 

developing nations? 

4 Results 

In order to be able to compare the recycling possibilities and the profitability 

potential in the recycling business in developing countries the performance in the 

USA is analyzed in detail. 
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4.1. Waste Management and Recycling in the US 

In the USA the Municipal Solid Waste (MSW) production totaled 292.4 million 

tons in 2018, up by around 23.7 million from 2017. Compared to 1990 and 2017 

MSW grew by 40.37% and 8.82% respectively. The per capita daily MSW figure 

was 4.9 pounds per person in 2018 up by 8.89% from 2017 [21].  Figure 1 displays 

MSW generation between 1960 and 2018 in the USA, which shows that paper and 

paperboard generation grew exponentially till around 2005 when a radical drop can 

be detected.  

 

Figure 1 

Municipal waste generation in the US between 1960 and 2018 

There was an inflexion point in the middle of the 1980s in glass waste generation 

and from those years glass waste generation is continuously decreasing.  The 

production of plastic products in 2018 was 35.7 million tons or 12.2 percent of total 

production. From 2010 to 2018, this increased by 4.3 million tons, and it was mostly 

driven by the categories of durable goods, containers, and packaging. 

On the other hand, food waste generation sharply grew from 2017 to 2018, which 

should be taken into consideration in the future. Plastic waste generation has been 

continuously increasing from 1960, which also call for attention since plastic 

recycling has been one of the major issues in the last decade. From 8.2% of 

generation in 1990 to 12.2% of generation in 2018, plastics generation has 

increased. Over the previous eight years, the generation of plastics as a percentage 

of overall generation has ranged from 12.2 to 13.2 percent [21]. 

Figure 2 displays the distribution of MSW generated in 2000 and 2018. In 2000 

paper and paperboard production made up the largest share of MSW (36.18%), 

which decreased to 23.05% by 2018. On the other hand, the share of food waste, 

metal waste and even plastics waste increased, there was a significant increase in 

food waste generation from 12.66% in 2000 to 21.59% in 2018, which means a 

105.64% increase in 18 years.  
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Figure 2  

Total MSW generated by material in 2000 and 2018 based on  [21] (developed by authors) 

Paper and paperboard products made up the largest amount of all the materials in 

MSW, accounting for 23.05% of total output in 2018 (Figure 1). Less paper and 

paperboard were produced between 2000 and 2018, down from 87.7 million tons to 

67.4 million tons, down by 23.2%. Newspaper production has decreased since 2000, 

and this trend is expected to persist, primarily due to increased news digitization but 

also in part due to smaller pages. Office-type (high-grade) paper output has dropped 

as well, at least in part as a result of procedures including an increasing dependence 

on electronic report filing [21].  

The generated waste is managed in different was in the USE. Apart from recycling 

the waste is combusted with or without energy recovery, it is used for landfill, or it 

is composed. In 2018 out of the municipal waste generated 69.1 million tons were 

recycled, which is a bit more than 25% of the waste generated (26.36%). Figure 3 

shows, however, that the recycling amount as well as the share of recycling have 

both increased since 1960 till the idle of the last decade. There was large drop in the 

generated waste and its share, and while waste generation seems to increase since 

then, the share of recycling could not recover till 2018.   
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Figure 3 

Volume and share of recycling from 1960 to 2018 

Looking at the distribution of recycling by material and comparing 2000 and 2018 

it can be seen that paper recycling dropped from 70.85% share to 66.54%, which a 

significant drop, however, if the share of paper waste production is considered, 

which has significantly dropped from 2000, it is still the most popular and used type 

of recycling (Figure 4).  

 

 

Figure 4 

Recycling of Municipal Solid Waste 

Moreover, 69 million tons of MSW were recycled in total, with paper and 

paperboard making up around 67 percent of that total. Glass, plastic, and wood 

made up between 4 and 5 percent, while metals made up roughly 13 percent. 

There was a significant but relatively still very low share of recycling of plastics, 

the share of glass and metal recycling stagnated while other material recycling 

increased from 8.74% to 11. 94% from 2000 to 2019.  
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Analyzing the historical time series data of the volume of recycled material an S 

curve can be detected for each type of material between 1960 and 2018. Figure 5 

display the volume of recycled material between 1960 and 2018, the volume of 

paper recycling is on the right axis, while the others are on the left axis, due to a 

large difference between paper recycling and all the other material recycling.  

 

 

Figure 5 

Volume of recycled waste by material 1960-2018 

The rapid growth of recycling till 1990 turned into a lower growth. depicting a 

turning point in 1990. Since then he growth of recycling slowed down and signaling 

saturation in certain fields. As the volume of paper waste generation continuously 

decreasing it is expected that the volume of recycling will slowly decrease. A 

similar phenomenon should be detected in plastics recycling as the generation of 

plastics waste is expected to decrease resulting saturation even if the volume of 

recycling is increasing. Next to paper recycling metal recycling shows an 

accelerated growth in the last thirty years. Glass recycling, however, has been 

stagnating since 1990s, in which area a continuous increase should be expected [22]. 

Corrugated boxes (32.1 million tons) and mixed nondurable paper products (8.8 

million tons), newspapers/mechanical papers (3.3 million tons), lead-acid batteries 

(2.9 million tons), major appliances (3.1 million tons), wood packaging (3.1 million 

tons), glass containers (3 million tons), tires (2.6 million tons), mixed paper 

containers and packaging (1.8 million tons), and a few consumer electronics were 

the most recycled products and materials in 2018 [21]. These items made up the 

majority of the MSW recycling in 2018, 90% overall. 
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4.2 Average Price index of recycled materials 

When analyzing profitability considering the prices of the secondary material 

market is a must. Figure 6 presents indicators of the average prices of recyclables 

in the European Union (EU), considering the secondary price materials. The 

indicator aims to present relevant data and provide a broader overview of the 

secondary material market. Secondary materials are waste materials that are 

recycled and can be used in manufacturing processes, instead of alongside 

'virgin' raw materials [23]. 

 

 

Figure 6 

Average price indicator 2012-2021 (EUR/ton) 

In the case of glass prices, after continuously increased they peaked in May 2018 

(86 EUR/tonne) and July 2018 (84 EUR/tonne) in the observed period between 

2015 and 2021. In 2019 the price remained stable between 57 and 82 euros per 

tonne, while it slightly dropped in 2020 and 2021. In 2021 the average price 

indicator could increase to a yearly 64.06 EUR/tonne after the January low price of 

59 EUR/tonne [23]. 

Regarding paper, after a five-year stagnation from 2016 the average yearly price 

could reach a peak of 157 euros per tonne in 2017, but it was followed by a steeper 

decrease in the average yearly price to quickly to 137 euros in 2018, 118 euros in 

2019, and 104 euros in 2020. The turning point was in 2020 when the average price 

rose to 184 euros per tonne in 2021. After the COVID-19 epidemic, there was a 

considerable rise in prices, hitting its peak for the whole time of 213 EUR/tonne in 

November 2021 [23]. 

The plastics market seems to have performed worse regarding the average price 

compared to the glass and the paper secondary market as after a peak in 2013 and 

2014 (350 EUR/tonnes and 351 EUR/tonnes respectively) a considerable average 

price decrease can be detected till 2020. For plastics, the average price dropped to 
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298 EUR/tonne in 2016, then climbed during the next two years to 301 EUR/tonne 

in 2017, and then decreased for the following three years to under 300 EUR/ton 

again. The average price dropped sharply to 247 EUR/tonne in 2020, however a 

sharp increase can be seen in 2021 reaching a high of 325 EUR/tonne. Price growth 

in 2021 was significant, rising from 245 EUR/tonne in January to a high of 400 

EUR/tonne in December [23]. 

4.3 Costs of recycling of materials 

A second factor that determines the profitability of the recycling market is the size 

of costs. After presenting the MSW generated, recycled, and the purchasing price, 

the next stage will determine the cost of recycling for each sector. 

Aluminum costs between $0.65 and $1.07 per pound ($1300 and $2140 per tonne), 

copper costs between $2.13 and $2.43 per pound ($4260 and $4860 per tonne), 

stainless steel costs between $0.32 and $1.64 per pound ($640 and $3280 per tonne), 

and brass costs between $1.59 and $1.76 per pound (3180$ and $3520 per tonne). 

These are the rates for recycled scrap metals [24].  

Recycling just does not work as well as well-meaning recyclers would think because 

of expensive and time-consuming recycling processes, according to a former 

regional administrator for the Environmental Protection Agency (EPA) and current 

president of Beyond Plastics, a national organization. The countrywide plastic 

recycling rate is only 8.5 percent. [25]. Recycling is more cost-effective than trash 

collection and disposal due to the fact that the cost of a successful curb-side 

recycling program is between $50 and $150 per ton, but the cost of garbage 

collection and disposal ranges between $70 and $200 per ton. Recycling programs 

also help the environment [26].There is a chance that recycling programs will turn 

a profit, but only if transportation, sorting, and processing costs are kept under this 

amount per ton of the typical mix of recyclables collected by a homeowner, which 

is estimated to be worth about $125 per ton when the recycled materials are sold to 

manufacturers. 

Depending on the area, the kind of glass, and the recycling procedure, many factors 

affect the average cost of recycling glass. The long-term financial gain comes from 

using recycled glass, which lowers costs for glass container producers, and benefits 

the environment [27]. ‘The end market for recycled glass is mostly domestic, 

typically located within 300 miles of its end markets’ [28, p. 1], and 81 percent of 

US recycling systems feature glass alternatives for residents, according to the Glass 

Packaging Institute [28]. While typical glass recycling rates in Europe and several 

US states with bottle deposit laws are closer to 70%, the country's rate has been 

stuck at about 33% for many years. More than 1.1 million people are employed by 

the glass recycling business, which has a gross annual income of $236 billion. 

However, the profitability of recycling glass might vary depending on the type of 

glass recycled and the market demand [29]. 
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Depending on the region, the sort of paper, and the recycling procedure, a business's 

typical recycling cost varies. Business owners should examine the rates at their local 

recycling facilities to see what they might be able to collect, according to 

howtostartanllc.com [30], which states that recycling facilities establish the rates 

that paper recycling firms collect. The facility has different payment rates for 

different types of materials. Newspapers are paid at a rate of $50 per ton, cardboard 

at a rate of $75 per ton, and high-grade office paper at a rate of $2,120 per ton   as 

examples [30]. For a paper recycling firm, the smallest initial expenses are $62 and 

the maximum start-up costs are $38,061 [31]. Recycled paper currently costs, on 

average, 59.47 cents per pound nationwide [32]. 

4.4 Profitability of recycling 

Based on the data presented regarding the amount of waste generated and recycled, 

as we also explored the prices and costs of recycling waste the net of each recycling 

sector is needed to explore the profitability of each sector in order to determine 

which recycling sector is the most profitable. 

Depending on the category of plastic, the recycling procedure, and the market 

demand, different polymers have different net profits. According to 

maycointernational.com [33], 500,000 pounds of plastic waste may provide a profit 

of $100,000 if we assume a median scrap price of $0.20 per pound. Recycling sales 

to consumers like plastic manufacturers generated $339,395, exceeding their annual 

projections by $13,395 [33]. But it may be difficult to make money from recycling 

plastics, especially if the materials are not properly classified and treated [34]. The 

market for recycled plastics was estimated to be worth USD 47.60 billion in 2022, 

and from 2023 to 2030, it is anticipated to increase at a compound annual growth 

rate (CAGR) of 4.9% [35]. 

The nature of metal, the recycling procedure, and the market demand all affect the 

net profit of recycling metal. Due to the increased value of metals, scrap metal 

recycling facilities have the potential to increase their profitability, according to 

upperinc.com [34]. According to the International Centre for Trade and Sustainable 

Development (ICTSD), scrap vehicle metal may bring in between $65 and $115 per 

ton, while appliances can bring in $0.15 per pound [36]. The cost and value of 

recycled scrap metal varies depending on the metal. Aluminum for instance, costs 

between $0.65 and $1.07 per pound, copper costs between $2.13 and $2.43 per 

pound, stainless steel costs between $0.32 and $1.64 per pound, and brass costs 

between $1.59 and $1.76 per pound [24]. However, recycling scrap metal is a 

powerful economic stimulant. In the US, the metal recycling business produced over 

$64 billion in 2020 and recovered nonferrous metals worth $40 billion, including 

aluminum, and lead. 

The type of paper, the recycling procedure, and the market demand all affect the net 

profit of recycling paper. The primary source of income for paper recycling, 

according to thesmallrich.com [37], is the availability of the primary raw material 
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(scrap paper), which is relatively inexpensive, and the final goods produced from 

this source are often sold for a high price, providing a healthy profit margin for the 

producer [30]. Starting a paper recycling business is a lucrative venture that offers 

its owners significant profits. One may easily make Rupees (INR) 10–15,000 per 

day which is approximately equivalent to 133$ to 200$ (USD)  in the recycling 

industry [38]. 

The form of glass, the recycling procedure, and the market demand all have an 

impact on the net profit of recycling glass. According to alliedmarketresearch.com 

the worldwide recycled glass market is expected to expand to $5,544.9 million by 

2025, while it is increasing by a compound annual growth rate of 5.7% from 2020 

to 2025 [39]. In 2017, the market was predicted to be worth $3,529.2 million. More 

than 1.1 million people work in the glass recycling sector, which has annual gross 

sales of $236 billion [29]. Employing recycled glass is cost-effective in the long 

run, lowers costs for glass container makers, and is good for the environment 

because glass can be recycled endlessly and it is 100% recyclable.  

Numerous contributing elements, including location, the type of recycled materials, 

and the market demand, can have a significant impact on how profitable a newly 

founded recycling firm is. Nevertheless, after examining the volume of MSW 

produced, recycled, and their costs 

In summary, the scrap metal industry appears to be the most profitable as we 

examined the recycling costs and net profits of each sector using the secondary data 

gathered. Business owners in developing nations should perform market research to 

analyze all the aspects before deciding which industry sector is more profitable for 

that particular place and conditions because many factors might affect profitability. 

4.5 Possible obstacles of recycling 

For the PESTEL analysis in this research paper, we chose Brazil, Ethiopia, and 

Indonesia in order to fully examine the difficulties that recycling companies in 

various developing countries confront. This rigorous selection ensures a thorough 

examination of the geographic, economic, cultural, regulatory, and environmental 

elements that influence recycling challenges. It includes Southeast Asia, East 

Africa, and South America. With their unique cultural origins and ranging from the 

economic element of growing markets (Brazil and Indonesia) to a low-income 

economy (Ethiopia), these selected nations provide a thorough grasp of the 

numerous obstacles in waste management. The study is further deepened by 

differences in regulations and particular environmental concerns, such as the 

biodiversity of Brazil and the deforestation problems in Indonesia. All things 

considered; these nations provide a comprehensive viewpoint on the difficulties 

faced by recycling companies in emerging countries. 
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4.5.1 Political obstacles 

According to Trading Economics, Indonesia’s Corruption Index was 34 points out 

of 100 (0 very corrupt and 100 clean) in 2022 [40]. There is a lack of government 

support to organize recycling processes in the country. The infrastructure for 

recycling is poorly organized and the mostly informal sector is involved in recycling 

[41]. Brazil’s Corruption Index was 38 points out of 100 [42]. Regarding recycling, 

there is no support at governmental level, no money is invested in the recycling 

infrastructure by the government [43]. Ethiopia’s Corruption Index was also 38 

points of out 100 in 2022 [44]. There is political instability in Ethiopia [45] and 

there is no sufficient infrastructure for waste collection and management. 

Furthermore, there is lack of governmental initiatives, while a high level of 

bureaucracy exists [46].  

4.5.2 Economic obstacles  

Indonesia has high barriers for investors and it is hard to attract foreign direct 

investment, which makes Indonesia’s economic growth slower [47]. A major issue 

with getting foreign capital is that there is a lot of paperwork and intellectual 

property isn't protected well enough. This tough situation not only makes it harder 

for foreign business to happen, but it also makes it harder to protect intellectual 

property. Businesses that use e-commerce sites also have to pay extra taxes, which 

makes doing business even more difficult. This heavy governmental load makes 

foreign investors less likely to spend and limits businesses' ability to grow in this 

situation. The lack of satisfying infrastructure and ineffective supply management 

chain for recycling lead to cost increase in the recycling sector [48]. There is also 

lack of investment in Brazil, therefore not enough financial resources are invested 

in recycling. Poorly organized logistics increases transportation costs in Brazil. 

[49], which leads to the absence of modern technologies. Modern technologies are 

presented in non-sufficient numbers. The separation processes of waste are not well 

defined thus waste collection is a difficult and expensive process [43]. The political 

instability in Ethiopia affects economic inadequate distribution of funding to the 

recycling industry, which  is a significant problem, mostly due to poor organization 

of financial management and planning. The insufficient financial resources in this 

field are further worsened by the absence of government-level cost restrictions. This 

scenario not only interferes with the ability to effectively plan finances, but also 

adds to the difficulties encountered by the recycling industry in obtaining the 

required funds for its operations and projects [46].  

4.5.3 Social obstacles  

There is no demand for recycled products in Indonesia because there is a lack of 

awareness and there are some misconceptions. The culture and attitude do not show 

great support towards recycling processes. Households do not show a willingness 

to take part in recycling processes [50]. People’s level of awareness of recycling 

processes and their importance stay low in Brazil, not enough attention is paid to 
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informal waste pickers, even though they play a significant role in recycling 

processes. Furthermore, not enough support or training is provided for waste 

workers in Brazil [43]. Even in Ethiopia attitude and awareness stay a problem. 

Even though, awareness has been increased in the country, the attitude has stayed 

unchanged. No emotions are attached to the recycling processes and there is no will 

to pay for recycling services. People whose work is related to recycling in Ethiopia 

get low social status, and waste workers are not paid enough [46].  

4.5.4 Technological obstacles  

Limited availability of advanced recycling technologies, outdated waste 

management systems, and the need for investment in modern recycling equipment 

and processes can pose technological barriers. There are challenges related to 

infrastructure development and the digital divide in developing countries [51], [52], 

[53]. 

The recycling technology available in Brazil may not be as advanced as in other 

countries, and importing such technology can be expensive [54]. Limited access to 

technology and technical expertise could also be an issue. The country has 

experienced significant political changes and reforms in recent years. The Brazilian 

Information Technology market (IT) was valued at $46.2 billion and is expected to 

grow 8.2% in 2022, according to a report [55].  

Most production sites have grinders to process the production offcut into reusable 

re-granulate that is utilized for production and mostly exported to gain foreign 

currency. The main reason for this is the technology gap, which prevents the pre-

treated feedstock (e.g. PET-flakes, paper pulp) to be processed into raw materials 

that can be used in production [56]. Getahun Mekuria, Ethiopia’s minister of 

innovation and technology, points out that services account for 65% of global GDP 

– far more than agriculture or manufacturing [57].  

4.5.5 Environmental obstacles  

Indonesia is grappling with significant plastic waste pollution, particularly in 

coastal areas. Managing and recycling plastic waste can be complex due to the 

diverse range of plastic types and contamination levels. Addressing the plastic waste 

issue and establishing effective recycling practices are crucial for a sustainable 

recycling business. One of the waste management strategies is waste recycling, an 

alternative for the reutilization of recoverable portions of resources, especially in 

times of higher consumption of goods and services [58]. 

The inappropriate disposal of waste is a serious problem faced by the Brazilian 

society today . The dumps attract pickers who scavenge material and survive selling 

this material to the recycling industry. This form of work promotes the recycling 

industry in the state of Rio de Janeiro and throughout the country. About 60% of 

recycled plastic is collected from dumps by pickers. But, it is verified that the 
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recycling industry cannot be based on recyclable material collection by human 

beings in dumps [59]. 

On average, every citizen in Addis Ababa, Ethiopia’s capital, is estimated to 

generate about 51 kg of waste per year. About half of that waste is organic, which 

includes predominantly food waste. About 7.92 kg, or 15.5% of the total waste 

generated, is plastic. Higher–income people typically use (and throw away) more 

plastic than their lower–income peers, with the former also using more different 

types of plastic [60].  

4.5.6 Legal obstacles  

The involvement of producers in the waste management circle is pertinent to ensure 

a progressive step towards the efforts of embracing all sectors to extend and 

intensify the works of waste management in Indonesia [61]. Their roles are 

regulated through the Ministry of Environment and Forestry of the Republic of 

Indonesia Regulation Number 75 Year 2019 on the Roadmap of Waste Reduction 

by Producers [62].  

Understanding and complying with waste management regulations, permits, and 

licenses are necessary for operating a recycling business in Brazil. The 

establishment and operation of a recycling business may require obtaining permits 

and licenses from relevant authorities. These permits and licenses may vary 

depending on the location, scale, and nature of the recycling operations. It is 

important to comply with the necessary legal requirements and obtain the required 

permits and licenses [63, p. 12].  

The major environmental body in Ethiopia is the Environmental Protection 

Authority (EPA). The EPA is responsible for federal-level environmental protection 

by formulating the national environmental policy [64]. The government issues 

environmental proclamations that are aimed at various sectors of the environment 

(land, biodiversity, etc.).  

In summary, the PESTEL analysis has identified several external factors that affect 

the recycling industry in Indonesia. Political factors such as government regulations 

impact waste management practices, while economic factors such as growing 

consumption patterns impact waste generation rates. Social factors such as changing 

attitudes towards waste and urbanization influence the amount and types of waste 

generated. Technological advancements will continue to influence recycling 

practices. Environmental factors such as climate change are significant drivers for 

the industry. Legal factors related to the enforcement of waste management 

regulations pose a challenge. This analysis highlights that the recycling industry in 

Indonesia is vulnerable to external factors, but there are opportunities for growth 

and innovation to meet the demands of the industry. To be successful in this market, 

the industry must adapt to changing external conditions, and take advantage of 

government support and technological advancements. 
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Recycling has gained attention significantly in the past decade due to the positive 

impact it offers in the areas of the environment, economic growth, and society as a 

whole. Effective recycling programs can help the earth and the economies of both 

Brazil and Ethiopia, which are both growing countries. With its wide range of plants 

and animals and growing cities, Brazil can benefit from recycling programs that cut 

down on waste, protect natural resources, and help local businesses. Even though 

there is not a lot of information specifically about Brazil, the general benefits of 

recycling suggest that tailored methods could have good results. Similarly, 

recycling is very important in Ethiopia, where sustainable development is a top 

priority. It helps create jobs, protect the environment, and make towns better and 

healthier. Even though there is not a lot of information available about Ethiopia, the 

country's drive to environmentally friendly methods fits well with the possible 

benefits of recycling. Setting up recycling programs in Ethiopia could help the 

economy grow and protect the earth at the same time. Recycling allows us to reduce 

the amount of waste we transport to landfills, preserve natural resources, and use 

fewer resources. Additionally, recycling can boost the local economy and generate 

work opportunities. 

5 Discussion 

Recycling has obtained significant attention in developing countries as a promising 

and sustainable business opportunity, offering both economic and environmental 

benefits [65]. If applied effectively, recycling initiatives and programs can generate 

job opportunities, create income from waste, and play a big role in reducing 

greenhouse gas emissions [66].  This can help empower local communities and 

promote local economic growth, by providing sustainable livelihoods and a way out 

of poverty. In addition, recycling plays a crucial role in supporting environmental 

challenges by minimizing waste in landfill and protecting natural resources. 

5.1 Environmental concerns 

Our environment benefits greatly from recycling. We make the world healthier for 

present and future generations by recycling our waste [67].  Regarding natural 

resource conservation, recycling lessens the need to remove resources like minerals, 

water, and lumber for new products. The most recent EPA study states that 

municipal solid waste recycling and composting prevented the emission of nearly 

193 million metric tons of carbon dioxide, in comparison with 2018 [21] thus 

reducing the burden on the world climate. Recycling helps to preserve energy, for 

instance, recycling 10 plastic bottles can result in energy savings sufficient to run a 

laptop for over 25 hours. Finally related to waste and pollution reduction, recycling 

helps to divert garbage from landfills and incinerators, which lessens the adverse 

impacts of emissions and pollution. 
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5.2 Economic benefits 

Key findings on the economic advantages of the recycling industry in 2020 were 

published by the EPA in an update to the National Recycling Economic Information 

(REI) Study. This report discusses the number of jobs, incomes, and tax receipts 

related to recycling. The study found that in a single year, recycling and reuse 

activities supported 681,000 jobs, $37.8 billion in wages, and $5.5 billion in tax 

revenue across the US [68]. This translates into 1.17 job opportunities, $65.23 in 

paychecks, and $9.42 in tax income for every 1,000 tons of recycled materials. 

5.3 Social and Community benefits 

Typically situated in underdeveloped regions of the country, waste management 

facilities have the potential to negatively impact human health, asset values, 

aesthetic and recreational values, and land productivity. In many areas, recycling 

offers a healthier and more sustainable alternative [67].  

Given the environmental, economic, and social advantages of recycling that have 

been established in developed countries that have large economies, such as the 

United States, it makes reasonable sense to assume that the same benefits could be 

employed as well in developing countries.  By minimizing the amount of waste 

dumped in landfills and the need to mine new raw materials from nature, recycling 

may considerably help the environment [69]. Recycling can additionally boost the 

economy by reducing waste management expenses and creating jobs in the 

recycling industry. In addition, recycling can improve social conditions by reducing 

pollution and promoting a cleaner, healthier living environment for communities 

[70]. Recycling may have various benefits and challenges in developing countries 

compared to large economies but we could not do a proper comparison due to the 

lack of accessible data for developing countries, although generally recycling offers 

universally beneficial advantages. Developing countries must develop and 

implement effective recycling systems to take advantage of the numerous 

advantages that recycling may offer [71].  

Moving forward, researchers and stakeholders must focus on realistic and feasible 

strategies that can successfully establish community-based recycling programs in 

developing countries. In addition, understanding the economic weight and cost of 

different recycled materials is vital in prioritizing recycling efforts and maximizing 

profitability. To facilitate comprehensive analysis and meaningful comparisons 

between developed and developing countries, it is essential for recycling companies 

and governmental entities to make profitability data freely accessible. This open 

access to data empowers future researchers to assess and compare profitability 

levels, providing valuable insights into the economic aspects of recycling. 

By emphasizing practical strategies and considering the economic viability of 

recycled materials, we can make informed decisions to promote sustainable 

recycling practices. Recycling companies’ and governmental entities' release of 
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profitability data fosters transparency, collaboration, and knowledge sharing among 

researchers, policymakers, investors, and entrepreneurs. Together, through these 

collaborative efforts, we can drive positive changes and advancements in the 

recycling sector within developing countries and on a global scale. 

In order to guarantee the financial viability of recycling in countries such as Brazil, 

Indonesia, and Ethiopia, it is crucial to take into account important criteria such as 

the nature of the materials being recycled, the expenses related to operations, the 

market rates for recovered products, and the progress made in the recycling sector.   

For instance, Brazil may harness the economic opportunities presented by recycling 

organic trash derived from its rich biodiversity, while Indonesia could focus on 

capitalizing on the valuable plastic recycling sector. In Ethiopia, it is essential to 

synchronize recycling programs with sustainable development objectives.   

Government incentives, technology developments, and honest sharing of 

profitability data are crucial elements for promoting a profitable recycling industry 

in developing countries, which in turn leads to favorable economic, environmental, 

and social results. 

 

Conclusions 

The study we conducted revealed discoveries, namely on the profitability of 

recycling materials, especially metal. This was determined by doing a 

comprehensive examination of available literature. Nevertheless, it is crucial to 

recognize a notable obstacle: the scarcity of data about the recycling sector and its 

financial potential in poor countries.  As a result of this constraint, our findings are 

mostly based on observations made in industrialized nations, highlighting the need 

for further data to thoroughly examine and provide treatments within the study. 

Also, some similar features were found in developing countries (Brazil, Indonesia, 

Ethiopia) by means of the PESTEL analysis. Those are the lack of the governmental 

support, the lack of proper infrastructure for recycling practices and no proper 

attitude from the locals which would be helpful for recycling practices being 

promoted more.  

There were certain limitations during the research due to the fact that there were no 

sufficient data about developing countries. Probably it happened due to the fact that 

recycling practices are not widely used in developing nations and there is not 

enough governmental support, therefore no data published. Also, there were no 

sufficient data about developed nations. Since recycling is an important topic and 

all nations should cooperate to establish the best possible practices in all regions 

and countries, we think such data should be publicly available for everyone for free 

and it should not require any financial contributions.   

This research showed that recycling can bring environmental, social and economic 

benefits. It could be beneficial for governments and different businesses which are 

seeking for profitable business opportunities.  
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Future researchers can consider the implementation process of recycling 

technologies and obstacles which this process can entail. Since attitude was a 

problem in the developing countries which we chose, it would be interesting how 

the right attitude could be shaped and how the government can play a role in this 

process.  
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Abstract: Innovation and Artificial Intelligence (AI) technologies frequently appear together 

in discussions, as AI is considered a tool for driving innovation. While many sectors pursue 

innovation primarily for competitive advantages, the healthcare sector embraces it from an 

ethical perspective. The commitment to innovation in healthcare is not just about 

competition; it’s fundamentally about improving quality of life, effectively curing patients, 

and introducing new medications to the market. The prevalence of AI-driven applications o 

is increasing within the Healthcare sector. In this systematic literature review, we explore 

various innovation models employed and examine how these relate to AI solutions in the 

healthcare sector. Additionally, we offer a comprehensive overview of the theoretical 

foundations behind these models and their practical significance and utility within healthcare 

supply chain context.  

Keywords: Innovation model, Healthcare Supply Chain, Health care, Artificial Intelligence, 

Literature review 

1 Introduction 

Supply chain responsiveness and innovation are indisputably essential to build a 

resilient Healthcare Supply Chain (HSC) to fight unexpected challenges when the 

demand uncertainties are extremely high [1]. The increasing number of patients, 

population growth, increasing prevalence of chronic diseases and rising healthcare 

costs are not only significant challenges for healthcare systems but also motivating 

key factors to boost innovation [2]. 
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The healthcare industry continuously prioritizes the development of innovative 

medicines and treatments to enhance human life quality and longevity. However, 

the development of these innovations alone is not sufficient; ensuring their 

accessibility to the end-user is critical, with Healthcare Supply Chain (HSC) playing 

a crucial role [3]. This underscores the importance of managing Healthcare Supply 

Chains, as medical and pharmaceutical equipment can be vital for human lives. 

So our research question is: What role does AI play in driving innovation within 

healthcare supply chains, and how does it contribute to improving overall healthcare 

delivery and patient outcomes? 

To answer our question, we used a systematic literature review to examine the 

current and future role of AI in Healthcare Supply Chains. 

2 Review of the relevant literature 

The authors decided to use a systematic approach to provide a clear and 

comprehensive overview of the available literature in this field. The selection of 

papers was finalized using the Scopus database, chosen for its extensive coverage 

and advanced search features. The selected papers, dated from 2020 to 2024, were 

all written in English and covered the following subject areas: Business, 

Management and Accounting, Engineering, Computer Science, Medicine, Decision 

Sciences, Environmental Sciences, Social Sciences.  

 
Fig. 1.  

Systematic literature review steps 

Keywords and why: The keywords of this study included: (TITLE-ABS-KEY 

("innovation") OR TITLE-ABS-KEY ("innovative") AND TITLE-ABS-KEY 

("Healthcare supply chain") OR TITLE-ABS-KEY ("Health care supply chain"). 

The authors reviewed the articles and selected those that met the following criteria: 

• Articles introducing new technological tools in healthcare supply chains, whether 

evaluated or not.  

205 
related 
papers

•After selecting keywords

99 
related 
papers

•After selecting language, subject 
area, date

22 
related 
papers

•After review based on 
critereas
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• Any articles examining AI technologies in healthcare and healthcare supply 

chains.  

• Any paper pertinent to any research methods such as empirical, case study, 

modelling, or analytical. 

Based on the exclusion criteria, we excluded all articles that did not affect the health 

sector, and those that did not focus on innovative solutions in the healthcare sector 

(the latter could include new technology or AI introduction). Finally, we recognized 

22 relevant papers in Scopus database. The relatively fewer research articles on AI 

in Healthcare in Europe compared to other regions like Asia or North America can 

be explained by various reasons including regulatory challenges, funding issues, 

data privacy concerns. More investigations are needed within Europe to obtain a 

more relevant picture of the potential innovation opportunities and enchain our 

understanding of the dynamic landscape of this region. 

3 Innovation and exploring some innovation models 

The standard ISO 56000:2020 defines innovation as "a new or changed entity 

realizing or redistributing value". But nowadays we talk about business model 

innovation [4], or business relationships/networks can also be a source of innovation 

[5]. And innovative business networks pose specific challenges for the actors [6]. 

The innovation must bring economic and financial results, since innovation means 

a new, higher quality way of satisfying consumer needs. Innovation is usually 

classified into three groups: incremental (means constant progress, continuous 

improvement, e.g. the company is wants to get the most out of its existing products 

and services without, without making significant changes or investing large 

amounts of money), radical (is the result of a non-continuous development and 

brings radical change to the market and/or the industry), and disruptive (is replacing 

old products, "disrupting" the market, this innovation may even lead to a new 

market). AI clearly falls into this last category [7]. 

3.1 Healthcare Supply Chain (HSC) 

The supply chain process plays an essential role in facilitating healthcare services. 

It is a crucial factor to ensure the delivery of services and goods to the ultimate 

recipient - the patient. The HSC stands apart from others; unlike many other sectors, 

where innovation is driven mainly by competitive reasons, the healthcare industry 

embraces innovation more from an ethical perspective. To ensure a more resilient 

HSC, healthcare supply chains should receive more operational support through 

diverse software applications, facilitating both data processing and data making 

processes. AI technologies can potentially help to make HSCs more resilient to 

disruptions like the worldwide pandemic in 2019. [8][9][10]  
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Under the current model of value-based care, health systems are required to improve 

patient outcomes while reducing costs [11]. Specifically, in the healthcare industry, 

managing the supply chain is indispensable. Given that the products within the HSC 

have critical relevance as they are directly linked to the well-being of patients, the 

timely and accurate delivery of healthcare products is crucial for patient care and 

outcomes [12]. The general purpose of Supply Chains is to ensure the right product 

in the right quantity is available at the right place at the right times. The healthcare 

supply chain is more complex due to its diverse and specialized products, such as 

pharmaceuticals and medical devices, which might require special handling and 

storage. [13] The HSC operates within an extremely regulated framework to ensure 

the safety of patients, as well as efficacy and quality of the healthcare products. It 

encompasses the movement of various product types and involves multiple 

stakeholders. Its primary objective is to ensure the timely delivery of products to 

meet the demands of healthcare providers. The most important business 

stakeholders in the HSC are categorized into three principal groups based on their 

roles: producers, purchasers, and providers [14]. 

Unquestionably, the final element of the supply chain is the patient, but we have 

enumerated the other elements that appear along the product or service’s journey. 

So, there are many members in the HSC. The first is the manufacturer; the 

availability of medicines and healthcare products depends on them. The second 

members are the distributors, including wholesale distributors, logistic partners, and 

third-party logistics. Their key role is to obtain the products from the manufacturing 

facilities and focus on delivering the goods to the providers. The providers receive 

the medicines and products from the distributors and their role is to deliver these 

various healthcare products to the end-users - the patients. [15] The management of 

the healthcare supply chain presents challenges, particularly as healthcare systems 

are more complex and unpredictable. Uncertainty and risks are inherent in every 

stage of the healthcare decision-making process. Inefficiencies in managing the 

HSCs can lead to adverse effects on the overall healthcare system. [16] [17] 

4 Importance of innovation models (based on selected 

papers) 

In the following discussion, we aim to highlight the importance of defining the 

innovation model. In the absence of a clearly defined innovation model and strategy, 

alongside a defined characterization of the necessary innovation portfolio, 

employees may encounter challenges in executing tasks effectively [18]. In Table 1 

we have compiled all pertinent innovation models and innovation related theories 

utilized in the reviewed articles. 
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Innovation 

models and 

theories 

The rationale behind their use Authors 

SIAP model Examine relations between BDA, SCI, RSC, and SCR. According to the 

SIAP model, the firms adjust in the business environment by following 

3 theoretical basic steps, which are: scanning, interpreting, and 

responding. 

[1] Bag et al. 

Adoption of AI in 

the Healthcare 

Industry Model 

Contextualizes the factors influencing adoption of AI in the healthcare 

industry.  

[2] Roppelt et 

al. 

Service innovation 

model 

Customer is considered as a source of innovation. Innovation concept:  

innovation as process. 

[5] Hara et al. 

Disruptive 

innovation 

The specialized literature uses disruptive innovation as a synonym for 

disruptive technology, and it refers to the disruptive effects of new 

technologies within a domain. The most common disruptive 

technologies were examined in the article’s database n=97. 

[7] Păvăloaia et 

al. 

Technological 

innovation 

The most prominent technological innovations in the healthcare supply 

chain were identified in this SLR.  

[10] Arji et al. 

 

A business model 

of innovation 

The model used in the paper presents a useful approach to describe the 

relationships behind an innovation model and creates a framework 

(Input, Process, Output, and Outcome) to describe innovation at the 

business unit level. 

[18] Davila et 

al. 

Technology 

Innovation model 

The technology innovation model emphasizes radical innovation driven 

by a company’s technology group, and this article reflects on the 

importance of keeping these people focused and motivated.  

[18] Davila et 

al. 

 

Disruptive 

innovation 

Disruptive innovation is a broader term that addresses both technology 

and business model changes. Disruptive innovations include technology-

driven innovation. 

[18] Davila et 

al. 

Technological 

innovation 

R&D in HCSC will lead to innovation and improved decision support 

systems. Implementing big data and predictive analytics (HCSCI&T 2) 

Implementing big data analytics is needed to optimize HCSC activities 

through forecasting and decision-making. 

[19] Hossain et 

al. 

Sustainable 

Oriented 

Innovation (SOI) 

This research aim is to propose a sustainability-oriented innovation 

(SOI)-driven assessment guide and decision-making framework for 

health care managers to enhance sustainability. 

[30] Elabed et 

al. 

Table 1 

Innovation models and theories used in the reviewed papers 

Upon examination of the table, it became apparent that the predominant findings 

revolve around “technology innovation” and “technological innovation”. This trend 

is not coincidental, as it can largely be attributed to the widespread and rapidly 

growing adoption of AI. The wording "technological innovation" and "technology 

innovation" are offer used interchangeably, but they may represent distinct nuances 

in certain contexts. In the reviewed literature, both "technological innovation" and 

"technology innovation" were employed within the same contextual framework. To 

ensure clarity we summarize as follows: introduction or advancement of novel 

technologies, processes, and resulting notable enhancements in products, services, 

or systems [10][18][19]. 
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Technological innovation, within the realm of information system theory, examines 

how users adopt and use technology. According to this model, various factors shape 

users’ decisions regarding the adoption and timing of new technologies. A series of 

studies on technological innovation has laid the groundwork for disruptive 

innovation, as elucidated by Christensen and other co-authors. [20][21] AI and 

technological innovation are closely linked, as they symbiotically advance together. 

AI technology can enable new possibilities in various technological domains, and 

vice versa. This synergy between AI and technological innovation contributes 

significantly to the rapid evolution and adoption of cutting-edge technologies. [22] 

How AI stimulates technological innovation? Based on reviewed papers we see that 

AI fosters technological innovation via three primary mechanisms:  

1. accelerates knowledge creation and creates technology spillover, 

2. enhancing firms’ abilities to learn and integrate new advancements, 

3. increasing investments in research and development as well as nurturing 

human talent.  

While the significance of AI is widely acknowledged and its usage is growing, 

scholarly research examining its influence on technological innovation is still rare. 

A cursory review of existing literature reveals that studies investigating the impact 

of AI on technological innovation are still in their early stages, primarily 

concentrating on defining these concepts. [23] The research conducted by Davila 

(2006) underscores the significance of both business model innovation and 

technology innovation for successful innovation outcomes. It suggests that 

companies need to understand and prioritize both types of innovation to achieve 

industry-changing advancements. 

5 AI and HSC based on systemized literature review 

5.1 AI’s current involvement in Healthcare 

AI has been present in healthcare for a long time, continuously and increasingly. AI 

technologies are able to diagnose diseases, create personalized treatment strategies, 

and aid clinicians in decision-making. The primary goal is to advance these AI 

technologies that can elevate patient care. In the following figure, we have listed the 

main healthcare areas where AI-based technologies are present and most commonly 

used. 
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Fig. 2.  

Artificial Intelligence in Healthcare Market by Application Area based on literature [24][25] 

Based on [24, 25] we have listed the distribution of AI-based application areas in 

Healthcare market on Figure 2. Many articles attempt to quantify how they are 

distributed in terms of proportion, for instance, on websites like Statista.com. 

Estimated forecasts can be found, for example, on the Statista.com website. 

 

Conclusions  

Concerning the future directions of AI in HSC, the Healthcare Supply Chain stands 

as a crucial operation, necessitating high levels of integrity, agility, resilience, and 

cost-efficiency. Traditional supply chains fall short in addressing contemporary 

challenges such as counterfeiting, geopolitical tensions, disruptions caused by 

global health crises, and the scarcity of skilled personnel essential for delivering 

products and services to end-users [26][27]. Emerging technologies like AI, Deep 

Learning, Human-Machine Interface, Machine Learning, block chain, robotics, 

cloud computing, Big Data Analytics, Digital Twins, Industry 4.0, IoT, and control 

towers are pivotal in developing end-to-end intelligent, integrated and data-driven 

supply chains [28]. 

Implementing innovations associated with logistics and supply chain management 

activities could assist the health-care industry in deriving effective agile lean 

practices. This could reduce annual costs, improve the quality of care, and limit 

treatment cycle time [29][30][31]. Based on the 22 papers from the systematic 

literature review, we have identified the most important trends expected to reshape 

the future of Healthcare Supply Chains: 

1. Lessons learned from the COVID-19 pandemic highlight the need for 

resilience, including contingency planning and disruption management. 

Enhanced resilience is crucial for optimizing performance, reducing 

disruptions, and staying competitive [32][33][34]. 
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2. Increased integration of AI technologies will enhance efficiency, traceability, 

and transparency in chain management. For instance, Block chain technology 

improves security and transparency, ensuring accountability in healthcare and 

supply chains [35][36]. 

3. Automation, driven by AI, reduces errors, releases manual tasks, and promotes 

smoother collaboration among chain members. Industry 4.0, built on IoT, cloud 

computing, and big data analytics, streamlines value chain optimization and 

supply chain efficiency [37]. 

4. Predictive analysis using historical and big data aids in forecasting medical 

supply demand, reducing shortages, and improving patient care. However, risks 

associated with AI applications require careful consideration [38][39]. 

5. Ensuring high-quality care involves timely delivery and enhanced patient care. 

AI applications in the US continue to rise, surpassing 500 approvals in patient 

care by 2023 [39]. 

Integrating innovative solutions, especially AI-powered ones, can transform and 

empower Supply Chains. The Healthcare sector must capitalize on innovative 

opportunities to enhance its development and efficiency, as people’s lives and 

quality of life depends on it. One of the biggest challenges will be the integration of 

these new, innovative technologies and the accelerated adoption of telemedicine. 
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limitations in financial knowledge (e.g. lack of confidence in managing their finances) 

demonstrate a willingness to seek guidance from financial advisors or pursue financial 

education opportunities. Furthermore, students with access to financial assistance exhibit 

higher levels of financial literacy, as evidenced by their proclivity towards saving, emergency 

fund creation, and retirement planning. This study highlights the need to address identified 

weaknesses in students' financial literacy. The results underscore the significance of both 

general financial literacy and personal financial education, particularly in higher education 

settings. Ultimately, the research emphasizes the importance of implementing initiatives to 

enhance financial literacy education for students globally.  

Keywords: Financial literacy, Finance, Financial Awareness, Financial education 

1 Introduction 

Financial literacy is an important component of personal financial management, 

and it is critical that individuals understand financial concepts in order to make 

informed financial decisions. As young adults, college students are at the stage of 

making important financial decisions that will affect their future [1]. Therefore, it 

is essential that they have good financial literacy in order to effectively manage 

their finances. The research contributes to existing knowledge by building upon 

previous findings, such as those presented in the PISA 2022 Results report [2] and 

the OECD/INFE 2023 international survey [3], which highlight the global 

importance of financial literacy education. 

This study examines the level of financial literacy among students in different 

countries. 

To make wise financial decisions and protect their financial future, students need to 

be financially literate. As society and technology develop, financial issues are 

becoming more complex, making financial literacy more important than ever. 

Rising debt levels, stagnant earnings, and declining savings rates are all signs of 

lack of financial literacy among students [4]. According to this theory, financial 

literacy is essential for students to graduate with a solid understanding of finance 

and be able to cope with any future financial challenges. Students can secure a 

secure financial future by making financial education a priority and learning the 

knowledge and skills necessary to manage their money wisely, make wise financial 

decisions, and prepare for long-term investments. Previous studies have shown that 

students are not as financially literate as they should be. For example, Chen and 

Volpe [5] found that college students had a limited understanding of basic 

financial concepts such as interest rate, inflation, and savings.  

Financial literacy has been found to have a significant impact on financial behavior 

and decision-making. Ciszárik-Kocsir and Varga [6] have found that those students 

who participated in financial studies and gained financial knowledge had more 
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decisive financial plans in their savings and financial matters an achieved higher 

level of financial literacy. Fernandes, Jr., and Netemeyer [7] discovered that 

individuals with high financial literacy were more likely to engage in positive 

financial behaviors, such as saving money and investing in retirement accounts. 

However, as found by Csiszárik and Varga [6] around 50% of students in higher 

education do not have basic financial knowledge. To improve financial literacy 

among students, efforts have been made through financial education programs.  

The purpose of this study is to extend prior research by examining university 

students’ levels of financial literacy, identifying gaps in their knowledge, and 

exploring how financial literacy affects financial behavior and decision making. 

Understanding the impact of financial knowledge on financial behavior will 

contribute to the development of effective financial education programs for young 

adults [8]. The structure of this paper is as follows: after a literature review, the 

research design and data collection methods are presented, followed by the research 

hypotheses, findings and results. The paper closes with a discussion and conclusion 

section. 

2 Literature review 

According to a study by Ahumada-Maldonado and Sanchez-Lujan [9], students in 

higher education exclude money management, even if they are majoring in finances, 

business administration or accountancy. It also found that they spend more than 

what they earn and are not accustomed to budgeting for themselves.  

When it comes to investments among Millennials and Generation Z, a recent survey 

[10] found that time deposits, savings accounts, and insurance are popular, with 

about 40% of respondents investing in shares and mutual funds. The findings 

indicate that the Internet and television are the most effective sources of financial 

literacy for Millennials and Generation Z. 

Through in survey conducted in 2019, Aydin [11] found that financial knowledge, 

attitude, and behavior scores were low but increased significantly each year from 

freshman year to master’s program. Additionally, students who were financially 

influenced by their parents had higher financial knowledge, attitude, and behavior 

scores [6]. Finally, students with higher financial knowledge also had higher 

financial attitude and behavior scores. 

Baseline data collected prior to financial invention [12] revealed that parental 

financial socialization had a positive impact on adolescent financial behavior, 

mediated by financial learning outcomes and psychological transformation, in 

sequence. 

Data from a recent study [13] on the financial skills and the economic strength of 

students in different regions shows, that there is a considerable association between 
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employment and study. with an average of 39% of students working across the 

participant countries. Furthermore, the study found that working and studying 

together helps young people develop the skills they need for their current jobs and 

makes the transition from school to work easier and faster. The study also found 

that the association between employment and schooling varied by educational 

background and major. One study [14] that examined gender differences in personal 

finance knowledge found that, on average, women were less knowledgeable about 

personal finance than men. 

A recent study [15] reveals the interrelationships among the dimensions of financial 

literacy, money ethics, and time preference in an emerging economy with relatively 

little experience with the formal financial system and unstable macroeconomic 

conditions. 

Furthermore, according to a recent study conducted by Lisardi [16], financial 

literacy affects everything from day-to-day financial dimensions to long-term 

financial decisions, which affects both individuals and society. Low levels of 

financial literacy in countries correlate with ineffective spending and financial 

planning, high borrowing and debt management, especially among student groups. 

As Maslov states [17], financially literate individuals are no longer dependent on 

external factors or the decisions of others. They have the freedom to independently 

choose their life path and build a financially successful future. 

However, Norvilities et al. [18], who investigated student debt behavior, found that 

lack of financial knowledge, age, number of credit cards, delay of satisfaction, and 

attitude toward credit card use were associated with debt. Sensation seeking, 

materialism, Student Attitude toward Debt scale, gender, and grade point average 

were not unique predictors of debt. Students in the European region who reported 

greater debt reported greater stress and lower financial well-being. A study on 

student financial literacy [19] also found the likelihood of male and female students 

working was on average about the same and the same in most countries. Students 

whose fields of study are health and social work, teacher training and educational 

sciences, and humanities, languages, and arts are most likely to be employed. One 

of the papers by Sherbakova [20] discusses interactive teaching strategies that 

increase the content and delivery options of the discipline of "financial literacy" and 

enhance the effectiveness of the educational process. The study by Zhu [21] 

explores the relationship between school financial education and parental financial 

socialization among adolescents in Hong Kong. The research findings suggest that 

both school financial education and parental financial socialization are positively 

associated with financial literacy and financial behavior among Hong Kong 

adolescents. The study also highlights the importance of school-parent collaboration 

in providing effective financial education to young people.  

Mataeva et al.  [22] analyzed the financial literacy of students at Chechen State 

Pedagogical University. Suggestions were made regarding how to divide time to 
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help students become financially literate. They also advised the use of various 

management types when assessing learning outcomes. 

While much of the previous research focused on the importance of financial 

education and the role of schools and the families, few studies examined personal 

characteristics such as self–confidence or the role of outside financial consultant 

when examining students’ financial literacy and financially awareness behavior. As 

a result of our literature review, we were able to identify the research gaps described 

above, develop a research design, and formulate research questions and hypotheses, 

which will be presented in the Research method section. 

3 Research Design and Methods 

The present study aims to examine the level of financial literacy among university 

students, identify knowledge gaps, and examine the relationship between financial 

awareness, financial behavior, and decision-making. Since financial literacy has 

been found to significantly influence financial behavior and decision-making, it is 

important to develop effective financial education programs for young people. 

Based on previous research results the present study aims to explore the following 

research questions:  

1) What is the level of financial literacy among university students?  

2) What are the gaps in their financial knowledge?  

3) How does financial awareness affect financial behavior and decision–making 

among university students? 

This research aims to contribute to the development of effective financial education 

programs for young people by gaining insight into college students' financial 

awareness levels and identifying knowledge gaps. In addition, the study examines 

the impact of financial awareness on college students' financial behavior and 

decision-making, which may influence the development of tailored financial 

education programs. The study may have limitations, such as the use of convenient 

sampling methods, which may affect the generalizability of the results. 

Additionally, the study will rely on self-reported data, which may be subject to 

response bias. Finally, the study focused on university undergraduates, which limits 

the generalizability of the results to other settings. 

Based on the literature review and the research questions, the following research 

model on financial literacy and behavior was developed (Figure 1). 
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Figure 1. 

Research design on financial literacy and financial behavior 

Apart from the factors included in the above research model (Figure 1), the 

influence of credit card ownership, or the fact of having received a large sum as a 

gift from a family member on having a loan was also examined (Figure 2). 

 

 

Figure 2.  

Relationship between having the existence of a credit card, reception of gift money and having a loan. 

Furthermore, the influence of some demographic characteristics was analyzed in the 

case of various statements related to financial awareness and literacy, as for example 

in the case of having a budget or financial plan, or having some savings, retirement 

plan etc. [23]. To address the research objectives, the following hypotheses are 

tested:  

H11  As students get older, they start to save more money. 

H21 Students with higher degrees of education save more money (monthly 

savings, emergency fund and retirement savings plan). 

H31  Having a financial budget or financial help among students, i.e. being 

financial literate, has a significant impact on financial behavior, that is 

having investment in stocks, bonds, having monthly savings, emergency 

plan and retirement plan. 

H41  Regular savings lead to the existence of an emergency fund. 

H51  Financially literate students (having a financial budget or plan) tend not to 

spend on non-essential items. 

H61  Students with less confidence in managing their finances seek advice from a 

financial professional while they do not have a financial budget or financial 

plan. 

H71  Student who turn to financial professionals tend to have a financial budget. 
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H81  Credit card ownership increases the probability of taking loans. 

H91  Gift money from a family member to pay off debts reduces the probability 

of taking loan and having a credit card. 

This research adopts survey research design and quantitative analysis method. Data 

was collected via a self–developed, self–administered, two–part questionnaire: 

demographic information and questions about financial literacy, behavior and 

decision-making. All participants were informed about the study prior to 

participation and received an online informed consent form. Due to the online 

distribution of the questionnaire, convenient type sample was employed. Based on 

the topic of the research quantitative type research was conducted which included 

voluntary anonymous convenient sampling method to select students aged 16 and 

over. To ensure confidentiality, all data collected are treated confidentially, and 

participants' identities are kept anonymous throughout the study. 

In the survey, financial knowledge was measured by a series of questions covering 

basic financial concepts. To measure financial behavior and decision–making, 

participants were asked to respond to statements related to their financial habits and 

attitudes. The questionnaire consisted of two parts: the first part gathered some 

demographic information, while the second part included questions related to 

financial knowledge, behavior, and decision-making. Likert scale type questions 

and statement were mostly used, next to Yes/No questions. Statistical analyses were 

used to analyze the data collected from the questionnaires, including a descriptive 

approach to the sample's demographic characteristics and financial literacy levels. 

Correlation analysis and independence testing (Chi2, Cramer’s V and Fisher’s 

Exact test) were conducted using MS Excel and SPSSv25. All the data are treated 

confidentially, ensuring participants' anonymity throughout the study.  

3.1 Demographic profile 

The study collected a total of 95 responses from various countries. Table 1 displays 

the demographic profile of the respondents.  
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  Column n % Country n 

Gender Russia 29 

Female 67.4% Kyrgyzstan 26 

Male 32.6% Mexico 13 

Total 100.0% Hungary 7 

Age groups Kazakhstan 5 

17-21 31.6% Brazil 2 

22-26 48.4% Jordan 2 

27-31 12.6% Laos 2 

32-36 7.4% Belarus 1 

Total 100.0% China 1 

Education level Ecuador 1 

Bachelor 38.9% Indonesia 1 

Master 33.7% Nigeria 1 

PHD 2.1% Serbia 1 

Undergraduate 25.3% South Africa 1 

Total 100.0% Turkmenistan 1 

  United States of America (USA) 1 

  Total 95 

Table 1.  

Demographic profile of the respondents 

Russia had the highest representation with 30.53%, followed by Kyrgyzstan 

accounting for 27.37% of the respondents, and Mexico representing 13.68%. While 

Hungary accounted for 7.37% of the respondents, Kazakhstan comprised 5.26%, 

and Ecuador, Brazil, South Africa, Laos, Turkmenistan, China, Nigeria, Jordan, and 

the United States, each constituted 1.05% of the sample.  

More than two thirds (67.24%) of the respondents identified as female and 32.76% 

as male. The sample population consisted of individuals within the age range of 22–

26, comprising the largest proportion at 48.69%. The age group of 27–31 accounted 

for 12.57% of the participants, while those aged 32–36 represented 8.38% of the 

total sample. These demographic findings demonstrate the gender distribution and 

age composition of the participants involved in the research on financial awareness 

among students.  

The study encompassed a diverse group of participants, providing a comprehensive 

perspective on financial literacy in relation to different demographics. Regarding 

the participants' educational background, the majority of the respondents held a 

Bachelor's degree, representing 38.94% of the total sample. Those with a Master's 

degree accounted for 33.68% of the participants, while individuals with a Ph.D. 

comprised 2.11%. Respondents who were currently pursuing an undergraduate 

degree represented 25.26% of the sample. These percentages indicate the 
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distribution of educational levels among the participants, providing insights into the 

academic qualifications of the respondents involved in the study. 

4 Results 

In the following sections the results on financial awareness, financial behavior and 

financial literacy of students are analyzed and presented. The responses on the 

above–mentioned aspects are related to various demographic factors as age, gender 

and education level, then the interrelationship between the various aspects of 

financial literacy is analyzed and presented. Finally, it is explored whether the 

possession of a credit card or some gift money would have an impact on having a 

loan.  

4.1 Financial awareness of young adults 

In terms of financial awareness students were asked about their financial budgeting, 

plans and savings for the future. Figure 3 below shows the existence or non-

existence of financial plans of the respondents by age.  

 

 

Figure 3.  

Distribution of the existence of financial plan by age groups.  

Based on the results, in general regardless of age the respondents only have “a basic 

idea of their monthly expenses and have saving goals”, however, they do not have 

a formal budget or financial plan”. The small proportion of the respondents has a 

fixed budget. No statistically significance could be detected between the age groups 

(p=0.937), which assumes that despite aging financial literacy does not really 

improve. Despite the existence of conscious budgeting or financial plan, 

respondents are assumed to save a portion of their income. Figure 4 displays the 

frequency of savings from regular income by age.  
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Figure 4.  

Distribution of monthly savings from income by age 

According to the findings, around three quarters of the respondents of all ages save 

from their income. Moreover, half of those polled said they save on a regular basis. 

In particular, across all age categories, at least 50% of respondents regularly save a 

portion of their income. The biggest number (67%) of respondents aged 27–31 

reported steady savings, whereas the rest respondents save when they have specified 

financial goals. 60% of participants in the age group of 17–21 indicated regular 

income savings. The results do not show statistically significant differences by age 

groups (p=0.465), however, the existence of regular savings means that the 

respondents care about their financial possibilities and strive to accumulate a lump 

sum for their future spending. Similarly, no statistically significant differences 

could be detected by education level (p=0.480) either, despite the positive results 

that savings are made on a regular basis, they are independent from the educational 

level, thus not supporting the part of the H2 hypothesis stating that there is a 

relationship between education level and regular savings (Table 2). 

 
 

What is your current educational level? (%) 

How often do you save a portion of your 

income? 

Under-

graduate 
Bachelor Master PhD Total (%) 

I don't save from my income 25.0 13.5 12.5 50 16.8 

I only save a portion of my income if I 

have a particular financial goal (e.g. trip, 

purchase) 

20.8 29.7 28.1 50 27.4 

I save a portion of my income regularly 54.2 56.8 59.4 
 

55.8 

Total 100% 100 100 100 100 

Table 2  

Distribution of responses about regular savings by education level 

Despite that the age group with the largest proportion of stable savings falls within 

the older age range, the results do not support the first hypothesis (H11) that older 
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students tend to save more money, because no significant differences could be 

detected. The remaining respondents only save when they have clear financial 

objectives. This suggests a proactive approach to financial planning and goal-setting 

since some people, regardless of age, save with specific goals in mind. 

Analyzing further the financially conscious behavior of the respondents a 

significant relationship was detected between having a financial plan and saving a 

certain amount monthly (p=0.000 based on Fisher’s exact test and Cramer’s 

V=0.307) thus supporting the part of H4 referring to the relationship between a 

financial budget or plan and regular savings. 

When students were asked about some emergency fund set aside for unexpected 

expenses, 43.2% of the respondents agreed that they had an emergency fund and 

that they add some money to it regularly. 18.9% of them said that they used to have 

an emergency fund but they had to use it for unexpected expenses and 37.9% of the 

respondents do not have an emergency fund. The results correspond with the 

previous question as 55.8% of the respondents save a portion of their income 

regularly, 27.4% save some money for a particular goal and 16.8% do not save any 

from their income. The correspondence is statistically significant between regular 

savings and the existence of an emergency fund with p=0.000 using the Fisher’s 

exact test, and the Cramer’s V shows also a significant relationship (V=0.373). The 

relationship supports H41. 

In the 17–21 age group, 40% of people reported having an emergency reserve for 

unforeseen expenses. 47.6% of the females and 22.2% of the males in this age group 

Moving on to the 22–26 age group, 43.50% of people said they had an emergency 

reserve for unforeseen expenses. The percentage is higher in the 27–31 age range, 

equaling 58.3%, while a lower 28.6% of those aged 32–36 reported having an 

emergency fund set up for unforeseen expenses. 

When education levels were considered, respondents with a bachelor's or master’s 

degree had an emergency fund set up at a rate of 43.2% and 53.1%, respectively.  

Undergraduates have an emergency fund in 29.2% being the smallest group 

compared to those not having an emergency fund (54.2%) or have already used it 

for unexpected expenses (16.7%). This shows that students with lower level of 

education rather not have an emergency fund, which could be linked to age 

categories as well. Furthermore, no significant relationship could be detected 

between the existence of an emergency fund and either age (p=0.264), gender 

(p=0.154) or education level (p=0.313), thus the part of H21 related to the 

relationship between having an emergency fund and education level could not be 

supported. 

Additionally, when it comes to having a retirement saving plan, both bachelor and 

master degree holders report a similar proportion (32.4% and 34.4% respectively). 

Undergraduate degree holders have a retirement plan in 16.7%, which also means 

that 83.3% of the respondents in this group does not have a retirement plan. Looking 

at the relationship with age, females rather not have a retirement plan (78.1%) while 



180 

 

the corresponding proportion is 54.8% within males, resulting in a significant 

difference between males and females concerning the retirement plan (p=0,02). The 

results do not support the relevant part of H21 hypothesis, as the relationships did 

not prove to be significant between having a retirement plan and the education level 

(p=0,347). Furthermore, no significant difference was detected in relation to age 

(p=0,274).   

Apart from asking about financial plans and saving, respondents were asked about 

their investment habits and plans. On average, respondents stated that they didn't 

invest and are not interested in investing in to the stock market. Meanwhile, 

comparing genders, on average, male bachelors at the age of 17–26, and male 

masters at the age of 22–31 seem to have interest in the stock market, while in the 

case of female undergraduates in the age of 17–26, and masters in the age of 22–26 

on average have investments in the stock market. The response gives the hint that 

the younger generation is more interested in the stock market. Significant 

differences could not be tracked, the p values were higher than 5% in each case of 

comparison. 

The results on the respondents’ interest in investments can be justified by their 

individual confidence in handling their own finance. Figure 5 displays that the 

majority of respondents are not confident or indecisive in this question since 41.1% 

of the respondents responded with the option of ‘not at all confident’ or ‘somewhat 

not confident’ and almost one third of the respondents could not decide whether 

they were confident or not.  

 

 

Figure 5  

Distribution of responses regarding confidence in managing own finances. 

Consequently, half of the respondents are not confident (Me=3), that is, a sizable 

proportion of respondents is confident in their abilities to handle their finances. At 

the same time the most frequent response was “somewhat not confident” (Mo=2), 

i.e. a sizable proportion of respondents had a low level of trust in their financial 

management abilities. The stander deviation equaled 1.1227, which suggests a 
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relatively low degree of diversity in the respondents' level of confidence. The 

responses are generally close to the mean (2.87), indicating that there is some 

agreement on individuals' confidence in handling their finances. 

According to the findings, while a large percentage of respondents expressed 

moderate trust in their money management abilities, a significant proportion also 

showed poor confidence. The median and mode values both suggest a degree of 

uncertainty or lack of confidence, although the standard deviation indicates a very 

small amount of variation in the responses. 

Despite the fact that respondent feel relatively low trust in managing their own 

finances they tend not to ask financial advice from a professional. Figure 6 shows 

that over 50% of the respondents have never asked advice, however, they consider 

doing so in the future. The 12.6% of respondents who are not even interested in 

asking advice could give a good starting point for financial literacy education. One 

fifth of the respondents have asked advise so far, however, there is still 12.7% of 

them who have not completed the deal with the financial professional.  

 

 

Figure 6.  

Distribution of responses related to asking financial advice from a professional. 

In the group of 17–21, only the females in masters have never searched for the 

advice of a professional in this field, however, they may consider it in the future. It 

is also the group of females aged 27-31 in Bachelors’ and Masters studies who have 

not looked for financial advice. Only males with masters aged 22–26 have not 

searched for financial advice within the male group. Similarly to previous results 

no significant differences could be detected by gender, age group or educational 

level as the p values came higher than 5% in each comparison. In summary, young 

people up to the age of 36 are either not familiar with the possibility of asking 

financial consultancy or are not interested in conscious financial behavior. Both 

behavior type could be improved by increasing financial literacy.  

Despite of assuming that people who are not confident in managing their finances 

would ask for some consultancy, no significant relationship was detected as p 

equaled 0.940 using the Fisher’s exact test, which does not support the part of H61 
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related to the relationship between lack of confidence and turning to a financial 

advisor. As Table 3 shows in the group of people who are not confident or are 

indecisive, the largest proportion are considering to ask for financial consultancy. 

 

 How confident are you in your ability to 

manage your finances?  
Total 

Have you ever searched the advice of a 

financial professional, such as a 

financial advisor or accountant? 

Not 

confident 

Neither 

confident nor 

unconfident 

Confident 
 

I have searched for the advice, but I did 

not end working with one 
7 4 2 13 

No and not interested 5 3 4 12 

No, I never searched for the advice, but 

I may consider doing it in the future 
19 16 16 51 

Yes, I searched for the advice in the 

past or currently 
8 6 5 19 

Total 39 29 27 95 

Response options for financial confidence were recoded to three groups due to a small number of responses for 

certain combination of responses. 

Table 3.  

Relationship between confidence in financial management and financial consultancy 

As a long-term consequence of lower financial literacy people might spend extra on 

non–essential goods. Figure 7 provides information regarding the amounts spent on 

non–essential items. 

 

 

Figure 7.  

The amount spent on non-essential goods per month. 

On average, respondents spend between $51–$151 per month, which means that a 

substantial percentage of people spend this amount of money on non-essential 

products. These results, however, are not representative, since the respondents did 

not give information about their monthly income.  
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Financial literacy and conscious behavior includes the existence of a retirement plan 

as well. Figure 8 displays the distribution of people by age showing whether they 

have a retirement. As expected younger generation have a retirement plan in a 

smaller percentage (24-26%), while older generations start saving for retirement.  

 

 

Figure 8.  

Distribution of respondents with and without a retirement plan by age. 

In order to reveal financial literacy and some conscious behavior in personal 

financial matters the relations in the research model 1 was checked. Figure 9. 

display the interrelationships between the included aspects of financial behavior and 

financial literacy.  

 

Figure 9.  

Evaluation of the research model financial literacy 

Despite the assumptions that confidence in managing finances is relation with 

seeking financial advice from a professional and with the existence of financial 

budget, the model reveals these factors have no significant relationship with each 

other, since the Chi2 and the Fisher’s exact test could not detect significant relation 

between them (p>0,005 in each case). This shows that an individual's confidence in 
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their money management ability has no effect on the presence of a budget or 

financial plan. It indicates that people may adopt budgeting strategies regardless of 

their perceived financial confidence. Therefore, H61 and H71 could not be supported 

which assumed relationship between these factors.  

However, the existence of a financial budget or financial plan proved to be 

significant in the financial literacy and financial behavior of students, as except the 

case on spending on non-essential items (p=0.629), significant relationships were 

detected between the existence of budget and financial help and investments in 

stocks and bonds, regular savings, existence of an emergency fund, and a retirement 

saving plan.  

Furthermore, a significant relationship could be detected between monthly savings 

and the existence of an emergency fund. The results support H31, H41. The H51 

cannot be unambiguously supported since the non-significant relationship only state 

that there is no relationship between these two statements, spending on non-

essential items might be influenced by impulse shopping or by commercial, 

marketing tools. In addition, significant relationship could be detected directly 

between confidence in personal financial management and monthly savings 

(p=0.007), and there was a significant relationship between the advice of a financial 

professional and investments in stocks and bonds (p=0.003) and the existence of 

emergency plan (p=0.002). This implies that those who are more confident in their 

money management skills are more likely to engage in investing activities. 

Financial literacy includes handling credits and loans as well. The findings reveal 

that credit card ownership differs by age, gender, and degree of education. While 

49.5% of the respondents who not have a credit card with the group credit card 

owners the age group 27–31 owns a credit card in the largest percentage (58%), 

while females (58.1%) have a higher ownership compared to males (41.9%). Credit 

card ownership is similarly influenced by education level, with a larger proportion 

among those with bachelor's degrees (44.2%) and master degree (30.2%). Figure 10 

below shows the ownership rates of credit card per age. 
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Figure 10.  

Percentage of credit card owner by age. 

A very small percentage of the respondents have a loan (14.7%) and almost two 

thirds of the respondents (64.2%) are not interested in taking some loan, loan taking. 

No significant relationship could be detected between credit card ownership and 

possessing a loan (p=0.057) using the Fisher’s exact test, however, a larger sample 

size could detect a significant relationship since both the Cramer’s V (0.266) and 

the Chi2 test showed significant relationship (p=0.036). Concerning this sample H81 

could not be supported. 

Responses show that people who have credit cards use them “very frequently (more 

than 10 times per month)” (41.9%), however, the second largest group uses it rarely 

(1-2 times per month) (20.9%). We can imply from these results that, individuals 

are relying on their credit cards as a primary payment method for a wide range of 

purchases. On the other hand, people who are not currently holding a credit card are 

not considering getting one in the future (71.2%).  

As expected responses on the probability to pay off debts using gift money from a 

family member is high. As Figure 11 shows the largest group of respondents would 

use the money to pay off debts (42.1%) and only one person responded that they 

would use it for something else. Based on the distribution of the responses we can 

accept one part of H91 stating that students who receive a large sum of money from 

family member would rather use it for paying off their debts. 
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Figure 11.  

Likeliness of gift money used for paying off debts by the respondents. 

Furthermore, as assumed gift money received from a family member to pay off 

debts would not lead to taking out loans (p=0.192 using Fisher’s exact test) and 

would not likely to have a credit card (p=0.226 using the Fisher’s exact test) as no 

significant relationship was detected thus H91 cannot be fully supported. Regardless 

of having or not having a credit card or loan, students would rather use the gift 

money to pay off their debts and no significant relationship could be detected. 

According to the findings, a significant number of respondents are likely to use a 

substantial sum of money received as a present from a family member to pay off 

any obligations they may have. The median (3.36) and mode (4) values both imply 

a modest likelihood, however, the standard deviation (1.688) indicates the degree 

of variation in the replies.  

In summary the relationships between these three aspects (credit card, having a loan 

and gift money) was also evaluated. As Figure 12 shows no direct and significant 

relationships could detected between these aspects. However, as mentioned as the 

p value is very close to 0.05 in finding a relationship between credit card ownership 

and having a loan, a larger sample could change the significance of the relationship. 
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Figure 12.  

Model evaluation on credit card ownership, having a loan and some gift money received 

5 Discussion 

According to data found in the study, financial knowledge, attitude, and behavior 

ratings among students are initially poor but considerably improve with time. It is 

worth emphasizing that young people who receive financial assistance from their 

parents have greater levels of financial knowledge, attitude, and behavior. This data 

lends support to the idea that parental financial socialization has a significant impact 

on young people's financial ability [24]. 

The results showed that a significant proportion of respondents, regardless of their 

age and educational level, had a basic understanding of their monthly expenses and 

savings goals but lacked a formal budget or financial plan. This suggests that 

individuals may engage in budgeting practices regardless of their perceived 

financial confidence. This research result is consistent with earlier research, which 

indicates that young people frequently mismanage their funds [25]. The results of 

this study have the potential to inform the creation of focused interventions and 

educational initiatives aimed at improving financial literacy and fostering positive 

financial habits among students and young adults. 

The presence of a retirement saving plan was also analyzed. The results 

demonstrated a significant relationship with gender however, age and educational 

level did not show differences with the presence of a retirement savings plan, 

however older people with higher education level had higher retirement savings. 

The results align with previous research findings on retirement planning and 

financial behavior as a study conducted by Johnson and Johnson [26] found similar 

results regarding age and retirement savings plans. They discovered that older 

individuals were more likely to have retirement savings plans in place compared to 

younger individuals. This suggests that as individuals progress through their careers 

and approach retirement age, they become more aware of the need to save for their 

post-work years. 

Regarding educational level, a study by Adams et al. [27] demonstrated that higher 

educational qualifications were positively associated with the presence of 



188 

 

retirement savings plans. The researchers hypothesized that individuals with higher 

education may possess greater financial knowledge and awareness, leading to 

increased retirement planning and savings behaviors.  

By linking the results of the current study to existing research, we can draw stronger 

conclusions and reinforce the understanding that demographic factors such as age, 

gender, and educational level might play crucial roles in shaping individuals' 

retirement planning behaviors. These findings have implications for financial 

educators, policymakers, and employers who can target interventions and initiatives 

to improve retirement preparedness among specific demographic groups. 

The significant relationships between the existence of the financial plan and budget 

and the actual financial activities proves that, on the one hand, students with higher 

financial literacy behave more consciously in their personal financial management, 

even the non-significant relationship with spending on non-essential items might 

indicate financial awareness. On the other hand, the significant relationships 

detected support that students with less financial literacy are not highly conscious 

in their financial matters. Individuals who feel more adept of managing their 

finances may be more prepared to take risks and investigate investment possibilities 

to increase their wealth. 

However, the research also revealed students are not prepared for conscious 

financial behavior, and their financial literacy needs to be improved – through 

education and training – since confidence and trust as well as seeking financial 

advice had no significant relationship with the existence of financial budget and 

plan. Student need to financially literate in order to increase their confidence in 

personal financial matters and need to recognize that financial advice from a 

professional could help them increase their personal financial matters.  

The significant relationship between confidence and regular monthly savings shows 

that those who are more confident in their money management abilities are more 

likely to save on a regular basis. It suggests that confidence has a role in encouraging 

positive saving behavior, as people who feel more capable of managing their 

finances are more likely to prioritize saving and commit a percentage of their 

income to future financial objectives.  

The current study aimed to explore the debt behavior of students, taking into 

account factors such as financial knowledge, age, number of credit cards, delay of 

gratification, and attitudes toward credit-card use. While Norvilitis et al. [18] found 

associations between these variables and debt, it is important to acknowledge the 

limitations of our study that prevent us from making definitive conclusions. Despite 

observing an increased frequency of credit card usage among students in our 

findings, the available information is insufficient to fully support or refute the 

statement made by Norvilitis et al. [18]. Therefore, caution should be exercised in 

generalizing our results and further research is needed to obtain a comprehensive 

understanding of the complex relationship between these factors and student debt 

behavior. Further research is needed to explore the long-term impact of financial 
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education, parental influence, budgeting practices, and factors influencing 

retirement planning and student debt behavior. 

 

Conclusions 

The significance of financial literacy among students and its influence on their 

financial actions and outcomes have been highlighted by this research. The results 

repeatedly emphasize the need for better financial literacy instruction and 

interventions aimed at this particular group. The findings show that a sizeable 

percentage of college students lack fundamental financial knowledge, which has an 

adverse effect on their ability to make sound financial decisions and adds to 

problems with money management and debt accumulation. The findings reveal 

specific weaknesses, emphasizing the need for targeted interventions, as supported 

by initiatives like Global Money Week [28]. 

The study also highlights the impact of a number of variables on financial literacy, 

such as gender, socioeconomic status, and past exposure to financial education. 

There are differences between genders in financial attitudes and understanding. 

These results highlight the significance of creating customized financial literacy 

programs that cater to the unique requirements and difficulties faced by various 

groups of students. 

The study also emphasizes the beneficial relationship between financial literacy and 

responsible financial practices including saving, investing, and creating a budget. 

Higher financial literacy among students is associated with better financial 

behavior, which may have long-term effects on their present and future financial 

security. Therefore, efforts should be made to improve the teaching of financial 

literacy and give students the materials and tools they need to make wise financial 

decisions. 

The research had its limitations as convenient sampling could not provide a 

representative sample so the conclusion can rather be applied to the sample, the 

country distribution results in bias, which both mean that further data collection is 

required in the future. With larger sample size and a more diverse country 

distribution a more thorough examination of the financial literacy can be conducted 

in the future. 

Overall, this study highlights the value of financial literacy in providing students 

with the skills and knowledge required to effectively navigate the complex financial 

landscape. Educational institutions, policymakers, and other stakeholders can 

enable students to make educated financial decisions and improve their general 

financial well-being by addressing the gaps in financial knowledge and supporting 

healthy financial habits. To create financial literacy programs and treatments that 

effectively address the requirements of college students and position them for 

financial success in both their personal and professional life, it is crucial to do 

ongoing research and collaborate with other researchers. 
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Abstract: Understanding the factors influencing customer loyalty is crucial for businesses to 

thrive in today's competitive landscape. This study investigates the impact of brand 

personality and satisfaction on customer commitment and loyalty. Highlighting the crucial 

role of customers, the research emphasizes the importance of quality products, service, and 

brand policies in fostering positive brand perception. While existing research suggests a link 

between a strong brand and customer loyalty, this study examines the specific influence of 

brand personality and satisfaction on commitment, acting as a mediator between these 

factors and loyalty. Through a quantitative study, the research explores the relationships 

between brand satisfaction, personality, relationship commitment, and loyalty. The findings 

reveal a moderate positive association between brand satisfaction and loyalty, signifying that 

satisfied customers are more likely to be loyal. However, brand personality did not exhibit a 

significant relationship with either satisfaction or commitment. These findings suggest that 
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building strong customer relationships through satisfaction is a key driver of loyalty, while 

brand personality may require further investigation to understand its specific role in this 

context. 

Keywords: Brand personality; Brand satisfaction; Brand relationship commitment; Brand 

loyalty 

1 Introduction 

If people believe they share values with a company, they stay loyal to the brand. 

Brand loyalty (BL) is a marketing concept, everybody wants to look unique and 

more attractive, which is the reason why customers buy branded clothes. This is a 

vast concept but brand loyalty plays an important role in the market because of the 

numerous brands existing on the market. Brand loyalty and customers are believed 

to be the bread and butter that keeps a business valuable. It should be the top priority 

of every business to keep their customers happy and satisfied [1], [2], [3]. Customer 

satisfaction can be achieved through brand satisfaction. 

Brand satisfaction (BS) is the most effective concept in the marketing world. Brand 

satisfaction means product name, sign, symbol, and other features that fully satisfy 

the customer, customer by a product and feel pleased with these productions. After 

brand satisfaction, the customer and product build relationship with strong 

commitment, this commitment helps brand loyalty. Brand commitment is an 

indication of brand loyalty. Brand commitment plays a mediating role between 

brand satisfaction and brand loyalty. 

The present research strives to explore whether brand satisfaction (BS) and brand 

relationship commitment (BRC) could improve brand loyalty (BL), these two 

factors being variables that help customers develop brand loyalty. A third aspect, 

the brand personality (BP) construct is seen to be a brand image component 

consisting of the human characteristics people associate with brands [4]. Brand 

personality can serve as a basis for meaningful and sustainable emotional 

differentiation [5]. The concept enables customers to attribute an identity to a brand 

and therefore supports their identification with the brand  [6]. This, in turn, increases 

the personal meaning of a brand.  

Considering the interrelationship of the above four concepts brand satisfaction (BS) 

and brand personality (BP) can be considered as an independent variable while 

brand loyalty (BL) is a dependent variable and brand commitment (BRC) might 

play a mediating role in this model.  

Mostly global and local content are available according to brand loyalty but in this 

research paper we fill the gap with the help of brand relationship commitment and 

brand satisfaction. This research paper helps to enhance customer brand loyalty. 
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The research is based on a model developed by the authors and is independent of 

any specific brand. The research focuses on brand satisfaction, loyalty, personality 

and relationship commitment in general. 

Therefore, this paper is to give an evaluation of how brand satisfaction and customer 

relationship commitment can boost brand loyalty, to see what role brand personality 

can play in increasing brand relationship commitment and brand loyalty. A large 

number of brands are available to be evaluated and still the market is developing 

with high level of performance by giving high services in return of low prices.  

Customer loyalty is the most important factor to keep business alive. The customer 

is the important asset of any business, that is why this paper is focusing on the brand 

loyalty. A customer plays an essential role in every business. In Pakistan there are 

couples of brands that are providing services to customers at a potential level [7]. 

The only way to maintain the customer brand is to provide possible services to 

customers. The main problems businesses seek answer are e.g. why customers 

change their brand, and who controls and grabs the attention of new customers. This 

research focuses on identifying the significant factors that might make customers 

loyal towards the brand. This loyalty can occur by giving them satisfying services. 

Brand and customer bonding help make strong customer commitment relationship.  

The paper is organized as follows: after literature review, the research methods are 

presented, then the research data are analyzed and the findings are evaluated. The 

paper closes with a conclusion section. 

2 Literature Review 

2.1 Brand Satisfaction 

Many studies have been performed on brand satisfaction [8]. According to [9], 

among some of the known preceding of satisfaction extant literature gives 

functional, symbolic, and experiential benefits. It is disputed in several literature 

that brand attributes are influenced via mediating, brand satisfaction attested by past 

consumption experience [8]. Brand attributes at the same time have activated as a 

result of brand satisfaction by empirical studies [5]. According to He et al. [6], when 

the performance of a brand fulfils the belief of a purchaser, satisfaction occurs. If 

brands fail to fulfil the expectations of the purchaser, negative effects occur on 

brand reputation that is the cause of dissatisfaction of products or a brand [4]. Brand 

satisfaction describes as valuing summary of direct consumption experience based 

on superior expectations and actual expectation analysis after consumption, 

However, customer positive or negative comments are based on brand services and 

overall consumers’ total purchasing and experience after using brand products or 

services. It is vital for every brand and business to serve their customers’ loyalty to 
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make customers brand loyal. If brands or businesses do not serve their customers, 

then customers switch to other brands. 

Brand satisfaction is the most essential variable of this article. Every company brand 

product finds a way through which the company can enhance brand satisfaction 

because brand satisfaction is a first step to increase brand loyalty for the customer. 

Without satisfaction, the customer cannot be loyal to a brand, therefore a hypothesis 

stating that brand satisfaction has a significant relationship with brand loyalty can 

be stated. 

2.2 Brand Personality 

The set of human features related to a brand has been described as brand personality 

[10]. In contrast to earlier psychologists who described personality in terms of traits, 

Chen [10] defined it in terms of attributes. The demographic characteristics fall 

under the concept of brand personality, which includes factors like socioeconomic 

class, gender, and age. These factors are influenced by how brand users, product 

spokespersons, and staff are perceived, as well as by product features indirectly  

[11]. Based on the compatibility between their own self-concept and the brand 

personality, consumers frequently give products higher ratings [12]. As an 

illustration, the cigarette brand Marlboro is often associated with men who are 

"macho cowboys" and is a representation of the brand image that a company creates.  

Similar to how BMWs are perceived as being used by upper classes due to their 

image of exceptional quality and performance. Customers typically choose brands 

that reflect their personalities and those of the individuals they interact with. As a 

result, they develop associations with brands like those they have with people [13]. 

In this study, brand personality was defined as the collection of human personality 

traits that are relevant to describing the brand as a reciprocal partner in the 

consumer–brand interaction and those that relate to the interpersonal domain of 

human personality [14]. In summary the hypothesis stating that brand personality 

has a significant relationship with brand satisfaction can be formulated. 

2.3 Brand loyalty 

Dislike the wide number of studies on brand loyalty most of the research in recent 

past 3 decades analyzed consumers from two positions, attitudinal loyalty and 

behavioral loyalty [11], [14]. If a consumer repeatedly purchases products from the 

same brand, it is known as behavioral loyalty. If consumers make psychological 

commitment in the purchases act, it is called attitudinal loyalty. Such as purpose to 

buy and aim to purchase without need is fully based on previous satisfaction and 

loyalty. [12]. In the field of GSM business, relationship marketing was analyzed to 

reveal brand royalty [15]. Factor analysis and regression analysis were applied to 

explore how relationship marketing practices can influence brand loyalty. In 

tourism, Gue at al. [16] powerfully point out the behavioral studies and present that 
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the attitudinal studies are much suitable to study travelers’ loyalty because tourists 

can be loyal to a direction even if they do not travel to the spot.  

Brand loyalty is an independent variable in the research model designed by the 

authors and the focus is on how to increase brand loyalty through different products 

of the company, so this problem is solved through brand satisfaction. Brand 

satisfaction is when a person feels pleased and happy with using the product. 

Satisfaction is the most important factor when it comes to loyalty. Based on the 

literature the hypothesis stating that brand relationship commitment has a 

significant relationship with brand loyalty can be formulated. 

2.4 Brand relationship commitment 

Consumers may engage with brands in ways that resemble human relationships as 

they give companies human qualities and treat them as human-like partners. 

Additionally, these brand interactions may be influenced by the standards that 

regulate human relationships [17]. It appears that there are some differences 

between consumers' relationships with brands and their relationships with other 

people. While consumers can establish and maintain relationships with numerous 

brands at the same time, certain interpersonal interactions—particularly romantic 

ones—represent exclusive dynamic partnerships. However, given that consumers 

view brands as potential partners in relationships, it is possible to assume that the 

bonds they establish and uphold with these entities are comparable to those in 

human relationships [18]. Reported by Morgan and Hunt [19]  as well as Gundlach 

et al. [20] trust and commitment are rational variables in which the separate 

individual relationship is motivated to protect the relationship to avoid separation. 

Commitment has been investigated as a key concept in social exchange literature 

for a number of decades. According to Rusbult [21] and Rusbult & Buunk [22], 

commitment is a psychological state that encompasses the sensation of being 

dependent on a relationship and indicates a long-term orientation, including a desire 

to keep a relationship going and a sense of connection to a relational partner. 

It has been demonstrated that a relationship's commitment may accurately predict 

whether it will be voluntarily maintained. In other words, relationship commitment 

is linked to a variety of so-called relationship maintenance acts, such as disparaging 

alternative partners by drawing them away or disparaging them [23]; being willing 

to make a sacrifice by giving up desired behavioural options for the sake of a 

relationship [24]; and having a propensity to accommodate bad behaviour from a 

partner rather than take offence [22]. In conformation with an extensive literature 

review conducted by Gundlach et al [20], 26 brand commitment is defined as an 

ordinary consumer’s long–term, behavioral and attitudinal rapport towards 

relational brands.  The impressive commitment can often be a trigger to further use 

the brand’s switching motivation [4]. Many authors believe that commitment 

differentiate faithful brand loyalty from other repetitive purchase behavior that have 

confirmed habit, a real loyalty [14]. 
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Brand relationship commitment is a mediating variable to produce a link between 

brand satisfaction and brand loyalty. Brand relationship commitment means 

interaction between the brand and how customers think of ideas about brands, feel 

about brands, and also if they are committed to buy the branded products. Without 

brand relationship commitment customers cannot be loyal. Brand satisfaction helps 

in building a relationship commitment which improves brand loyalty of customers. 

Therefore, a hypothesis stating that BRC has a significant mediating role in the 

relationship between BS and BL, as well as between BP and BL can be formulated. 

3 Methods 

The research applies the positivist approach to research methodology. Positivism 

comes up with the research questions which are quantitative in nature and certain 

hypotheses are tested. It helps researchers to explain the phenomenon. This research 

philosophy leads to have the quantitative analysis for the authentic outcome. In this 

research paper, a research model is designed and several hypotheses are formulated 

and tested to reveal whether customers of any brand are loyal towards their brand 

based on their brand satisfaction, brand personality, and brand relationship 

commitment. The research uses a deductive approach where the researchers aim to 

find answers to the posed research questions, which is done through testing pre-

existing hypothesis.  

Quantitative method was applied. The data were collected through a questionnaire. 

The questions included statements that belong to the four components and were 

surveyed on a Likert scale from 1 (strongly disagree) to 5 (strongly agree). 

Anonymity was ensured and participants gave their consent by filling in the 

questionnaire. The survey applied convenient type sampling as the questionnaire 

was distributed online via internet and was targeted to people who have good or bad 

image about their brands, are currently customers of any brand.  

The collected responses were analyses with the help of the Partial Least Squares 

Method – Structural Equation Modeling (PLS-SEM) in the Smart PLS software 

while further analyses were conducted in MS Excel and SPSS v25. The PLS-SEM 

modelling is a method of structural equation modelling and it allows the estimation 

of complex cause-effect relationship in path models with the selected latent 

variables. The procedure fits a composite model and maximized the amount of 

variance explained [25], [26]. 

Based on the research questions and the hypotheses the research model displayed 

in Figure 1 was developed to conduct a path analysis in order to reveal how Brand 

Satisfaction (BS) and Brand Personality (BP) influence Brand Loyalty (BL) through 

Brand relationship Commitment (BRC) as a mediator. Meanwhile, the influence of 

Brand Personality on Brand Satisfaction was also tested. 
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Figure 1. 

The research Model (developed by authors) 

The following hypotheses were formulated based on the research model: 

H11. BP has an impact on BS. 

H21. BP has an impact on BRC. 

B31. BS has an impact on BRC. 

H41. BRC mediates between BP and BL, and BS and BL. 

H51. BRC has an impact on BL. 

The following sections will present the evaluation of the model using path analysis 

and give the conclusion on the findings and results. 

4 Results 

The results section is divided into subsection, first a demographic profile of the 

respondents is presented, then the reliability of the building blocks of the research 

model is tested, then the research model is evaluated and finally the hypotheses are 

tested and either supported or not supported. 

4.1 Demographic Profile  

A total of 118 responses were collected, all of which could be included in the 

analysis. Table 1 displays that the gender distribution of the responses is well 

balanced, 44.9% of the participants are males and 55.1% of them are females.  
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Gender Percent 

Male 44.9 

Female 55.1 

Total 100 

Table 1. 

Gender distribution (developed by authors) 

As age is concerned, 33.9% of the respondents are between 16 and 25, 49.2% of 

them are between 26 and 3, 11% of them are between 36 and 50, while 5.9% of 

them are over 50 (Figure 2). It shows that the focus is on the age group between 26 

and 35, the economically active younger generation, who are expected to have built 

commitments and loyalty to brand or job etc.  

 

Figure 2. 

Age distribution (developed by authors) 

If education level is taken, over 40% of the respondents have a bachelor degree 

(which corresponds with the age group), while 30% have a master degree and 

28.21% of the participants finished secondary education. 

 

Figure 3. 

Distribution of participants by education level (developed by authors) 
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4.2 Analysis of Brand Commitment components 

Before the research model is built and evaluated, the individual statements are 

analyzed. Figure 4 presents the distribution of responses given by the respondents.  

 

Figure 4. 

Distribution of responses given by the participants (%) (developed by authors) 

It is sticking out that respondents agreed with the statement in the highest percentage 

(between 30.5% and 64.4%) and they either strongly agreed with a statement or they 

were indecisive in the second highest percentage. Disagreement was not frequently 

chosen as response option. 

4.3 Dimension reduction and Reliability analysis 

The designed model has four components, each component comprised a couple of 

statements. Before the PLS-SEM and factor analysis the reliability of the 

components was tested using Cronbach’s alpha. The Cronbach’s alpha value shows 

good reliability between 0.5-0.6 satisfactory reliability between 0.6 and 0.8 and if 

Cronbach’s alpha is higher than  0.8 then the reliability of the component is high 

[10]. The first row of Table 2 shows the Cronbach’s alpha value.  
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Outer loadings BL BP BRC BS VIF 

Cronbach’s α 0.823 0.617 0.834 0.878   

BL1 0.83 
   

1.672 

BL2 0.88 
   

2.078 

BL3 0.867 
   

1.948 

BP1 
 

0.800 
  

1.3 

BP2 
 

0.793 
  

1.252 

BP3 
 

0.655 
  

1.162 

BRC1 
  

0.804 
 

1.769 

BRC2 
  

0.838 
 

2.107 

BRC3 
  

0.847 
 

2.146 

BRC4 
  

0.690 
 

1.539 

BRC5 
  

0.680 
 

1.501 

BS1 
   

0.862 2.372 

BS2 
   

0.867 2.308 

BS3 
   

0.797 1.893 

BS4       0.893 2.605 

Table 2 

Research model components factor loadings and VIF values (developed by authors) 

Table 2 also shows the factor loadings and the variance inflation factor (VIF) values 

of the components received in the course of PLS-SEM analysis. The factor loadings 

received are all greater than 0.593, which means high factor loadings, implying that 

the statements well determine the corresponding factor. The VIF measures 

collinearity in the multiple regression and checks the existence of model overfitting. 

In this model the VIF measures for the predictors are all smaller than 3, which 

indicates low correlation among the variables so all statements can be used for 

model evaluation [25], [27]. 

The composite reliability (CR) and the Average Variance Extracted (AVE) of the 

model have also been checked for the variable. Table 3 includes the value of CR 

and AVE. Dash and Paul [25] state CR should be over 0.6 and AVE over 0.5  for 

each construct in order to keep reliability and validity. These requirements are 

fulfilled, implying high reliability of the items.  

 
CR (ρa) CR (ρc) AVE 

BL 0.824 0.895 0.739 

BP 0.635 0.795 0.566 

BRC  0.860 0.882 0.601 

BS 0.892 0.916 0.732 

Table 3 

CR and AVE testing of the mediator and the output variable (developed by authors) 
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The Fornell-Larcker Criterion, which measures the square root of the AVE values 

with the latent variable correlations are presented in Table 4. The criterion is 

fulfilled as in each case the correlation measures are smaller than the square root of 

AVE. (diagonal).  
 

BL BP BRC BS 

BL 0.860 
   

BP -0.172 0.752 
  

BRC 0.966 -0.184 0.775 
 

BS 0.557 -0.101 0.558 0.855 

Table 4 

The Fornell-Larcker criterion results (developed by authors) 

As the conditions defined in Hair [28] does not hold for the BRC-BL path (<1), the 

discriminant validity of the model is not established, further items need to be 

included in the model in the future. 

 

Figure 5. 

Heterotrait-monotrait ratio (HTMT) results (developed by authors in Smart–PLS) 

4.4 Evaluation of Brand Loyalty through Brand Relationship 

Commitment  

First the correlation of the elements was analyzed to detect some positive and 

negative influences. Table 5 shows that BL and BRC are in very strong positive 

correlation, BS has a moderate positive correlation with BL and with BRC while 

BP and BL are in weak negative correlation. Furthermore, the input variables in the 

model, BP and BRC are in weak negative correlation. The results imply that BP has 

a negative effect on BL while the other constructs, BP and BRC will have a positive 

and presumably significant influence on BL. 
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Correlations BL BP BRC BS 

BL 1    

BP -0.172 1   

BRC 0.966 -0.184 1 

 

BS 0.557 -0.101 0.558 1 

Table 5 

Correlation of model constructs (developed by authors) 

Figure 6 presents the PLS-SEM path analysis and evaluation. The R-square values 

show that BRC determines BL by 93.2% (Adjusted R2=93.2%), BRC is determined 

by 32.8% by BS and BP (Adjusted R2=31.6%) while BS is explained by a mere 1% 

by BS (Adjusted R2=0.002%). 

The path coefficients show weak negative impact from BP to BS (–0.129) and BRC 

(–0.101) while BS→BRC path coefficient equals 0.545, showing moderately strong 

influence and the BRC→BL path coefficient equaling 0.966 shows a highly strong 

positive determination. 

 

Figure 6 

PLS–SEM model path analysis with factor loadings (developed by authors) 

Bootstrapping was applied to test the robustness of the model and the coefficients 

were tested in order to justify the formulated hypotheses. Figure 7 presents the path 

coefficients and the significance levels, which allow us to draw conclusions and 

find the significant relationships and influences in the model. The figure displays 

the R2 values, the path coefficients and the p values (in brackets). 



205 

 

 

Figure 7 

PLS–SEM model significant testing of the constructs and paths (developed by authors) 

During the evaluation of the model Brand Personality (BP) has proved to be 

insignificant (p=0.147 and p=0 373), while BS is significant with p=0.000 and BRC 

has proved to be a significant mediator in the model (p=0.000). Considering the 

constructs similar results could be detected. Each item is significant in each 

construct of the model (p<0.05). Despite the fact that BP does not have a significant 

impact on BS and BRC. BS influences BRC significantly.  

The effect sizes (f-square) in the model is presented in Table 6. While BP f-square 

is small (f-square <0.02), it has no effect on the model, however, the f-square values 

for BRC→BL and BS→BRC are largen than 0.35, they have a large effect on the 

dependent variables in the model [28].  

               f-square 

BP → BRC 0.025 

BP → BS 0.010 

BRC → BL 13.784 

BS → BRC 0.437 

Table 6 

f-square values in the model (developed by authors) 

Next to the path coefficients and the total effects, indirect effects were also analyzed 

(bootstrapping results). Table 6 includes the significant and non-significant total 

indirect and specific indirect effects. Two total indirect effect was found significant 

(BS→BL), i.e. Brand Satisfaction has a significant effect on Brand Loyalty, and 

interestingly BP would have a negative impact on BL (the link was not explored in 

the original model). One specific indirect effect was significant (BS → BRC → BL) 

i.e. Brand Satisfaction – Brand Relationship Commitment – Brand Loyalty, and 

extra significant effects were found between Brand Satisfaction and Brand Loyalty, 

in each case p=0.000. 
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Total indirect effects Original sample (O) T statistics (|O/STDEV|) P values 

BP → BL -0.178 2.029 0.043 

BP → BRC -0.055 0.875 0.382 

BS → BL 0.526 5.613 0.000 

Specific indirect effects 

BS → BRC → BL 0.526 5.613 0.000 

BP → BRC → BL -0.125 1.450 0.147 

BP → BS → BRC -0.053 0.873 0.382 

BP → BS → BRC → BL -0.055 0.875 0.382 

Total effects 

BP → BL -0.178 2.029 0.043 

BP → BRC -0.184 2.032 0.042 

BP → BS -0.101 0.891 0.373 

BRC → BL 0.966 203.322 0.000 

BS → BL 0.526 5.613 0.000 

BS → BRC 0.545 5.653 0.000 

Table 7 

Direct and Indirect effects on the research model (developed by authors) 

 

Conclusions 

Brand personality is the collection of human qualities and features that a company 

displays to appeal to customers and create emotional bonds with them. It covers the 

values, tone, and overall look of the company. Companies can set themselves apart 

from rivals and establish a solid brand identity by creating a distinctive brand 

personality. A clearly defined brand personality elicits feelings and impressions, 

enabling customers to grow their trust, loyalty, and affinity for the product [11], 

[29]. 

Several studies proved that brand satisfaction is based on services and products 

which brands offer to their customers in different potential ways, and which 

products and services make customers satisfied [6]. Branded products and services 

that make customers satisfied is hypothized to make them committed to specific 

brand. The research justified the above statement, i.e. H31 is supported, as well as 

an extra relation was found significant between BS and BL, stating that Brand 

satisfaction has a strong positive impact on Brand Loyalty. If customers are satisfied 

with branded product and services then customers wish to buy the used brand, 

otherwise they tend to turn away from the used brand. 

However, H11 and H21 could not be justified, brand personality had no impact on 

brand satisfaction, brand relationship commitment and on brand loyalty, despite that 

for example Alikhani & Mokhtarian found significant relationship between these 

characteristics [30]. 
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Customer relationship commitment, on the other hand, is based on customers 

satisfaction. Customer satisfaction makes strong bounding between customers and 

brand, which might lead to brand loyalty. Brand relationship commitment means 

customers shows great favor towards their brand and make purchases of used goods 

and services from their favorite brand. The research proved and justified the strong 

bound between brand relation commitment and brand loyalty, therefore, H51 is 

supported. At the same time, since BRC had no relation with BP but there was a 

significant effect on BL with the moderating effect of BRC (BS → BRC → BL) it 

can be said that brand personality does not influence customers in decision making 

as much brand satisfaction or brand relation commitment. Therefore, H41 is partly 

supported as BRC does not mediates between BP and BL, but mediates between BS 

and BL. When customers show great commitment towards their favorable brand, 

they become brand loyal. 

The research has its limitations as a larger sample size would have better supported 

the research model and as some items in the constructs proved to be non-significant, 

more statements should be included in the future. However, the present adds value 

to the field of brand marketing and it might give advice to brand and marketing 

policy makers that brand satisfaction and brand relation commitment play a more 

significant role in decision making than brand personality.  

This paper developed a research model to explore the path analysis with the help of 

PLS–SEM on customer loyalty towards their brand. The impact of brand 

satisfaction and brand personality was analyzed with brand relation commitment as 

mediator on brand loyalty. The authors believe that the findings might help 

managers to enhance their performance by making customers more satisfied 

through or by offering high quality products and services. 
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Abstract: This study aims to explore and draw attention to the issue of sustainability, with an 

emphasis on Waste Management, the possibility of applying Environmental Management 

Accounting (EMA) and its impact on Financial and Environmental performance, through 

examinations in a business, in the industry of construction in Albania. Environmental 

Accounting techniques vary in conception, perception and development, from one business 

to another, from sector to sector, in order to accurately identify environmental costs and 

provide the appropriate decision-making orientation for the economic entity. Meanwhile, the 

construction industry, especially in the last decade, inevitably connected with the 

environment, has great importance for the economy of our country. 

Accounting is a key element in financial and managerial planning, therefore, as such, it must 

be reorganized and updated to include the effect of environmental considerations in relation 

to company performance. Accountants must work in relation to raw material, its treatment, 

capital, financial indicators and at the same time they must observe, recognize, measure, 

receive, control and report emissions and losses from traditional business activity. 

Environmental Accounting, which consists of the financial reporting of environmental costs 

in quantitative parameters, is closely related to Environmental Management Accounting, as 

well as to Financial and Cost Accounting and is referred to in various manuals and 

directives, depending on local and global policies, such as manuals of the European 

Commission, the United Nations or the European Union. 

The research work in this paper, focused on the International Federation of Accountants 

approach and financial/accounting standards, is carried out through primary sources, which 

consists of a case study, undertaken in a business operating in the construction industry, in 

a building under reconstruction. Information is selected through the triangulation method. It 

includes financial information from construction estimates/construction assessment and 

periodic reports of work situations, management information obtained through site 

inspections and interviews with the facility engineer and CFO respectively. 

The results of the study show that adapting the Environmental Management Accounting 

system can increase business reliability, financial information quality and management 

efficiency. Moreover, it can influence the decision-making process regarding investments 

related to the improvement of the production process. It can be a starting point for the 

complex total value chain should be re-organized in Albanian businesses. 
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1 Introduction  

Waste management is a crucial aspect of any industry, including construction. When 

it comes to construction companies, effective waste management is essential for 

various reasons. It not only helps in reducing environmental impact but also 

contributes to cost savings and regulatory compliance. Construction projects 

generate a significant amount of waste, including materials, debris, and hazardous 

substances. Proper waste management practices ensure that these wastes are 

handled, treated, and disposed of responsibly and sustainably. By implementing 

efficient waste management strategies, construction companies can minimize their 

ecological footprint and promote a cleaner and healthier environment for everyone. 

One of the key benefits of effective waste management in construction is the 

reduction of environmental impact. Construction activities can have a significant 

impact on land, air, and water quality. By implementing waste management 

practices such as recycling, reusing, and proper disposal, construction companies 

can minimize the amount of waste that ends up in landfills or gets released into the 

environment. This helps in conserving natural resources, reducing pollution, and 

preserving ecosystems. 

In addition to environmental benefits, proper waste management can also result in 

cost savings for construction companies. By implementing recycling programs and 

reusing materials, companies can reduce their procurement costs. Instead of 

purchasing new materials, they can utilize recycled or reclaimed materials, which 

are often more cost-effective. Moreover, by properly managing hazardous waste, 

construction companies can avoid potential fines and penalties associated with non-

compliance with environmental regulations. 

Efficient waste management also plays a crucial role in ensuring the health and 

safety of workers and the general public. Construction sites can be hazardous 

environments, and improper waste management can increase the risk of accidents, 

injuries, and exposure to harmful substances. By implementing proper waste 

handling and disposal procedures, construction companies can minimize these risks 

and create a safer working environment for their employees. This includes 

providing appropriate training and personal protective equipment to workers 

involved in waste management activities. 

Furthermore, effective waste management practices can enhance the reputation and 

credibility of construction companies. In today's environmentally conscious world, 

customers, investors, and stakeholders are increasingly concerned about 

sustainability and responsible business practices. By demonstrating a commitment 

to proper waste management, construction companies can improve their brand 

image, attract environmentally conscious clients, and gain a competitive edge in the 
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market. Additionally, construction companies can leverage their waste management 

efforts to showcase their social and environmental responsibility through marketing 

and public relations initiatives. 

This study aims to explore and draw attention to the issue of sustainability, with an 

emphasis on Waste Management, the possibility of applying Environmental 

Management Accounting (EMA) and its impact on Financial and Environmental 

performance, through examinations in a business, in the industry of construction in 

Albania. Referring to the Fig.1, gross fixed capital formation due to construction 

knew an increase during the last decade. The data refer to residential buildings, non-

residential buildings and public engineering projects from 1996-2021. The 

pandemic COVID-19 decreased the trend slightly, which is recuperated after it till 

nowadays. This shows that in Albania construction industry contributes not only in 

the GDP of the country but at the same time generates high amount of waste.  

 

Figure 1. 

Gross fixed capital formation, construction (INSTAT, 2021) 

If we compare the building permits issued by authorities, compared to the EU,  Italy, 

Croatia, or even other Western Balkan Countries, we can see that for Albania there 

is an exponential increase. So, if we consider, construction and reconstruction's 

effect on the environment, it’s more than an immediate issue to investigate to what 

extent Albanian Companies deal with waste management.  
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Figure 2. 

 Building permits- m2 Useful Floor Area (Index 2015=100) (UNDP, 2022) 

To reinforce the extent to which construction is an immediate issue relating to 

waste in Albania, let's have a look at EUROSTAT data referring to production 

in construction for a large number of countries, EU member states and non-

member states. These data refer to 2023, and it shows clearly that Albania has 

an increase in construction sites and projects.  
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Figure. 3 

Production in construction, annual data, (2021=100) (EUROSTAT, 2024) 

Due to the above analysis and background, we aim to explore to what extent waste 

management is implemented through Environmental Management Accounting in 

the construction enterprise. 

Furthermore, can waste management be inducted into accounting in the 

construction industry in our environment and what is its impact on a business? 

The following paper is organized as follows: a literature review of waste 

management, methodology, and results and conclusions. 

2 Literature Review 

Effective waste management in construction requires a proactive approach 

throughout the project lifecycle. This includes careful planning, efficient 

procurement and inventory management, accurate estimation of materials, and 

effective communication among project stakeholders. By implementing waste 

management strategies, construction companies can reduce costs, improve project 

timelines, and enhance overall project performance. 

(Baloi, 2003) The issues relating to developing countries are more complex 

compared to developed countries. Since the signing of the Paris Agreement in 2015, 

greenhouse gas emissions from the buildings and construction sector have peaked 
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(in 2019) and subsequently fallen to 2007 levels. This current decline is due mostly 

to the COVID-19 pandemic, whereas transformative, long-term progress in sector 

decarbonizing remains limited.(Environment, 2021). 

Built environment has a significant impact on resources where it accounts for one-

sixth of the world’s freshwater withdrawals, one-quarter of its wood, and two-fifths 

of its material and energy flows. (Hussin et al., 2013) 

Excessive resource and energy use and a growing demand for raw materials are 

largely responsible for the depletion of natural resources worldwide and the 

acceleration of global warming. About 40% of the world’s resource and energy used 

is lined to the construction and maintenance of buildings (Global Green, USA).  

In this context the industry should be revised, had to be taken in consideration what 

impact it has on overall sustainability. The entire process of a product, from the 

beginning to the end should be assessed from a cost point of view and by end it is 

eant when it is discarded and has to be disposed of.(Kartam et al., 2004). 

To address waste in construction, various strategies can be employed.  

To achieve effective waste management in construction, companies can implement 

several strategies. These include: 

− Lean Construction which is a philosophy that aims to minimize waste and 

maximize value in construction processes. It focuses on eliminating 

activities that don't add value, optimizing workflows, and improving 

overall efficiency. 

− Prefabrication and Modular Construction techniques can help reduce waste 

by allowing for more precise material planning, minimizing on-site 

construction waste, and improving overall productivity. 

− Proper material planning and inventory management can help minimize 

waste by ensuring that materials are ordered in the right quantities, 

reducing excess inventory, and preventing material spoilage or damage. 

− Recycling and Reusing Materials: Construction projects generate a 

significant amount of waste, but many materials can be recycled or reused. 

Implementing recycling programs and finding opportunities to reuse 

materials can help reduce waste and save costs. 

− Waste Segregation and On-Site Sorting: Implementing proper waste 

segregation practices on construction sites can make it easier to recycle 

and dispose of different types of waste appropriately. On-site sorting 

stations can help ensure that waste is properly categorized and disposed of. 

− Collaboration and Communication: Effective waste management in 

construction requires collaboration and communication among all 

stakeholders, including contractors, suppliers, and waste management 

companies. Clear communication channels and regular coordination can 

help optimize waste management efforts. 

Furthermore, waste management in construction can be enhanced through the use 

of digital technologies. Building Information Modeling (BIM) and construction 
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management software can improve project planning, resource allocation, and waste 

tracking. These technologies enable real-time monitoring and analysis, allowing for 

timely interventions to minimize waste. 

One key aspect of waste management is the identification and categorization of 

waste types. This helps in understanding the sources and causes of waste, allowing 

for targeted interventions. Common waste categories in construction include 

material waste, time waste, energy waste, and waste generated from inefficient 

processes. 

In conclusion, waste management is a critical aspect of construction projects. By 

implementing effective waste management strategies, construction companies can 

reduce costs, improve project efficiency, and minimize their environmental 

footprint. Emphasizing waste management in construction can lead to more 

sustainable and successful projects. 

As environmental management has evolved, interest has grown in developing a 

better understanding of environment-related financial costs and benefits as an input 

to conventional management accounting.(Bartolomeo et al., 2000). 

3 Methodology 

The study was pursued through a multimethod qualitative and quantitative case 

study approach conducted in a construction company that operates in different 

geographical areas of the country with a large scale of construction sites.  

Case study methodologies encourage the triangulation of sources of information to 

increase the internal validity of data and the accuracy of observations. The main 

sources of information and data are as follows; 

• Observations on construction sites through regular visits, 

• Documentation of operational reports, 

• In-depth interviews with engineers, workers, contractors, managers, 

accountants and CFO. 

The research work is carried out through primary sources, which consists of a case 

study, undertaken in a business operating in the construction industry, in a building 

under reconstruction. Information is provided through the triangulation method. 

We considered the framework of Houvila and Leinonen (2000) approach in 

preparing the questions for interviews and estimation of documentation and data 

available. 
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Figure 4. 

Approach for Environmental Management in Construction , Huovila, P. & Leinonen, J. (2000) 

 
The evaluation is done with a focus on the Deposition of Construction and 

Demolition Waste, in processes such as: 

• Complete demolition of the non-load-bearing exterior cladding. 

• Complete demolition of the internal non-load-bearing partition walls. 

• Complete demolition of internal stairs and lift shafts. 

• Increasing the depth of the foundation slab because of the installation of 

new lift shafts and escalators. 

• Demolition of a part of the roof because of the construction of a new roof 

structure. 

• Reduction of the wooden roof truss overlap around the perimeter of the 

building. 

• Drilling holes in slabs because of the new communication system. 

4 Results and Discussion  

For the case study, recycling and waste management can be less expensive than 

landfilling. 

The main findings referring to the construction case study are: 

• Misrecognition of the concept of Environmental Accounting in practice by 

the sector. 
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• Inefficiency of accurate measurement of services and operations in relation 

to environmental impact. 

• Unavailable software program for statistical data processing. 

• Lack of protocol documentation. 

 

Despite this, the most important conclusions from this research work, applying an 

Environmental Accounting  method in business, treated as a case study, are as 

follows: 

− Technological and environmental waste are very important in the 

production process. 

− Their cost tends to increase proportionally with the purchase of materials 

and processing, resulting in rather inefficient production. 

− The adopted technology of financial information processing is an 

important concern for the environmental accounting system. 

Adapting Environmental Accounting and Environmental Management Accounting, 

as well as finding the appropriate cost measurement method, can increase business 

reliability, financial information quality and management efficiency. 

The results of the study show that adapting the Environmental Management 

Accounting system can lead the business to operations that avoid high production 

costs. Moreover, it can influence the decision-making process regarding 

investments related to the improvement of the production process. It can be a 

starting point of the long study of the implementation of Environmental 

Management Accounting, by accountants, managers and environmental regulatory 

institutions. 

At the end of the research, it could be said that the concept of Environmental 

Accounting is not known and adopted by local businesses. 

 

Conclusion 

It is well recognized that construction waste has residual value and its generation 

can be avoided. 

The environmentally suitable recommended solution for the case study was more 

cost-effective than landfilling, even though the landfill was closer than the recycling 

facility, anyway as the methodology is a case study, the result cannot be generalized. 

The general conclusion anytime is that Environmental Costs increase when more 

materials are purchased, processed, and produced as non-products (Cost of loss)  

Environmental Management Accounting can get implemented in a business, if: 

• The production stages get well-examined and measured 

• The costs are well identified and allocated.  

Environmental Management Accounting can lead the business through operations 

that avoid the high costs of production. 
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Environmental Management Accounting can influence the decision-making process 

related to investments linked to the improvement of production. 

The total value chain should be re-organized in Albanian businesses. 

This study can be a starting point for the long study of the implementation of 

Environmental Management Accounting, by accountants, managers, and 

environmental regulative institutions 
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Abstract: The importance of social and economic responsibility for SMEs' strategic business 

has increased since the EU CSRD (Corporate Sustainability Reporting Directive) entered 

into force in 2023. Due to the stakeholders´ demand, SMEs are forced to react and strengthen 

personnel sustainability competence as a part of their strategic and economic management. 

This paper aims to grasp how Universities of Applied Sciences can support SMEs' need to 

increase their personnel sustainability competence to apply stakeholders’ demands by 

distance learning ability. This paper is based on findings in the project Green Responsibility 

and response to the conclusions of the project Strengthening Responsibility and Business 

Competence for the Personnel of SMEs and Startups. Consequently, we present the 

importance of strategic business responsibility for SME personnel, which can be 

strengthened by distance learning and, e.g., gaining a competitive advantage. 

Keywords: competence, human resources, SME, strategic management, sustainability 

1 Introduction 

The SME sector plays a crucial role due to its diversity to strengthen and achieve 

global sustainable development goals (SDGs) and responsibility. Many of the SME 

firms belong to the value chains of larger firms that require sustainability actions 

from their SME partners. The impact of SMEs globally and nationally is significant 

due to the large number of SMEs and their impact on employment. [1] For this 
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reason, actions aimed at the sustainability and responsibility of SMEs have a wide-

ranging impact both nationally and globally. The sustainable and responsible 

operations of SMEs depend heavily on the level of competence of their personnel 

and their commitment to development to achieve the company's strategic goals. 

When a company anticipates and reacts to stakeholder requirements related to 

sustainable development and responsibility, it can strengthen its competitiveness 

and profitability in the long run. The competence of the personnel is a crucial factor 

in the implementation of strategic responsibility factors, underlining the importance 

of their role in maintaining profitability and competitiveness. [2] [3]  

In addition to stakeholders, the requirements for responsibility and sustainable 

development are defined in the EU by, among other things, directives guiding more 

detailed national legislation and, globally, the United Nations’ 2030 Agenda 

Sustainable Development (SDG) goals. Of the EU directives, the CSRD (Corporate 

Responsibility Reporting Directive) and CSD (Corporate Responsibility Due 

Diligence Directive), for example, are tightened on corporate responsibility, thereby 

promoting sustainable development to mitigate climate change in the EU green 

finance taxonomy. The results of the Green Responsibility project (2021-2023) 

showed that, from an SME perspective, there is a need for more precise and 

transparent strengthening of social and economic responsibility, both as part of 

business operations and among the personnel who carry them out. For example, the 

MEB 2023 conference highlighted shortcomings in the responsibility competence 

of SME personnel. In more detail, Laurea and LAB Universities of Applied 

Sciences identified this in the Green Responsibility Project 2021–2023 to promote 

the company's strategic factors. [4]. Based on this observation, the new and ongoing 

VALIOT project by Laurea and LAB University of Applied Sciences focused on 

increasing and strengthening SMEs' strategic responsibility competence and 

understanding by developing three sustainability courses for SME personnel in 

Finland. VALIOT project (2023-2025) was designed as a continuing project of 

Green Responsibility. [5] 

Corporate responsibility scholars have mainly focused on companies' strategic 

vision of sustainability and, in some respects, on the impact of CSRD on a 

company's strategy, e.g., Manfred (2010) and Haski-Leventhal (2018). However, 

less attention has been paid to implementing responsible, operational, strategic, and 

social responsibility measures for sustainable development, which the companies' 

personnel implement based on their competence. For example, researchers should 

find answers to strengthening strategic and social responsibility measures as part of 

a company's practical strategic business operations.  

In addition, Palthe (2013) has argued that aspects of social responsibility have been 

less ignored in the education programs of business schools. However, social and 

human sustainability form the critical components of SDGs. In their strategic vision 

and practical strategic operations, SMEs must consider their personnel's level of 

sustainability and responsibility competence to meet the requirements of, for 

example, sustainability reporting and corporate responsibility in listed companies' 
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value chains. The design of competence development studies in the VALIOT 

project by Laurea and LAB University of Applied Sciences focused on the 

perspectives of responsible strategic business and recruitment, marketing, and 

commercialization. These choices were made, for example, based on observations 

made in the Green Responsibility project [6]. In addition, it has been commonly 

claimed that when responsibility is included in the strategy, a responsible corporate 

image and reputation attract skilled recruiters to companies. Moreover, 

sustainability issues (e.g., equality and execution of human rights) in the context of 

recruitment have received less scholarly attention. Therefore, increasing and 

strengthening skills in these areas is strategically crucial for maintaining the 

competitiveness of companies. 

This study aims to understand how SMEs can respond to stakeholder challenges 

and maintain competitiveness by increasing and strengthening their personnel's 

responsibility competence. More specifically, in this article, we will focus on 

strategically significant aspects of responsible business and recruitment competence 

development, as they enable and benefit companies in maintaining competitiveness, 

recruiting skilled personnel, and shaping their corporate image. To ensure a more 

comprehensive understanding and essential information related to the topic, the 

principles related to corporate responsibility and corporate responsibility reporting 

and practical groundwork from the perspective of double materiality analysis were 

considered in the design and design, as well as the impact of responsible strategic 

operations on responsible sales and commercialization measures. The main targets 

of the project behind this study are strategic strengthening responsibility and 

business competence for the personnel of SMEs and Startups, as well as the 

importance of strategic business responsibility for SME personnel, e.g., gaining a 

competitive advantage. 

2 Theoretical background 

In today's fast-paced business environment, Small and Medium Enterprises (SMEs) 

play a crucial role in economic development. This article explores the concept of 

economic responsibility and how it integrates into the strategic business practices 

of SMEs, focusing on ensuring the continuity of customer services and warranty 

issues, etc. Economic responsibility should be a significant part of an SME's 

systematic strategic planning process (SPP) [7]. This integration begins with 

incorporating economic responsibility into the company's mission and vision, 

reflecting a long-term commitment to sustainable practices. Defining concrete, 

measurable objectives (KPIs) related to financial sustainability and responsibility 

helps guide strategic planning. Building solid relationships with customers based 

on economic responsibility can lead to greater loyalty and retention. Transparent 

communication about business practices and economic impacts fosters trust. 

Offering products or services that deliver genuine value and positively contribute to 
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the economy reinforces this trust, ensuring that customers feel secure about the 

continuity of the services they receive [8]. 

SMEs often face unique challenges when implementing economic responsibility, 

such as limited financial and personnel resources, lack of expertise, competitive 

environment, and market turbulence [9]. These constraints can make it difficult to 

implement economic responsibility strategies. However, there are ways to 

overcome these challenges by investing in training programs that inform employees 

about financial responsibility. Cooperation with other companies, industry groups, 

and administrative bodies also enables sharing of resources and information, 

facilitating the adoption of responsible practices. According to Sirkiä [10], the 

company's management and supervisors must ensure investment in personnel 

training and competence. By adopting responsible economic practices, SMEs can 

create a stable financial foundation, enabling the company's long-term continuous 

service and product support and the preservation of jobs, thus working for the 

benefit of customers. This stability guarantees customers that the services they need 

will not be interrupted or completely stopped due to economic instability. By 

building a reputation for reliability and trustworthiness, SMEs can attract and retain 

a loyal customer base, further strengthening their financial stability and the 

continuity of their services [11]. 

2.1 Social responsibility for SMEs' strategic business 

According to Palthe [12], the full scope of sustainability has yet to become 

embedded in mainstream business education and human rights, and the social aspect 

of sustainability has been given less attention than economic and environmental 

issues. However, in a time of global crises, there is a specific need for education on 

the social dimension of sustainability. Human rights are the basic standards to 

secure dignity and equality for all [13].  

The social dimension of sustainability includes human rights to fair treatment, 

adequate health care, safety, equity, advancement, education, and equal 

representation [12]. Moreover, social sustainability covers issues such as the 

implementation of human rights and is linked to labour, women's empowerment, 

and gender equality [13]. 

Good stakeholder relationships are also a critical aspect of social sustainability. [13               

]. Good stakeholder relationships and implementation of social sustainability issues 

also create trust and social capital [14], creating a competitive advantage for firms. 

Noteworthy, the social dimension of sustainability needs to be more integrated into 

the education and academic programs of business schools and universities of 

applied sciences. For example, education is necessary in the context of socially 

responsible HR and recruitment policies and practices. According to Palthe [12 p. 

123], “Business leaders of the future need to be taught how to integrate human 
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rights into business decision making and recognize that prudent strategic decision 

making incorporates economic, environmental, and social sustainability elements.” 

2.2 Sustainability competence frame 

The competence needs for strategic economic and social responsibility are based on 

the EU's Green Deal Industrial Plan. It aims to improve the competitiveness of net-

zero industry and the transition to climate neutrality, strengthening the achievement 

of the EU's climate objectives. [16] From the business point of view, rules will be 

simplified, procedures will be speeded up, and know-how will be harnessed in the 

mass production of innovations as funding improves and the growth of clean 

technologies accelerates. [16]. The Action Lines of the Green Deal's Industrial Plan 

consider a proactive and simplified regulatory environment, faster access to finance, 

open trade to support resilient supply chains, and the need to raise skills levels. This 

study focuses on practical actions for a proactive and simplified regulatory 

environment and upskilling SMEs. [16] 

For example, when SMEs are part of the value chain of a large company operating 

in the EU, they must act according to the obligations of the company responsible 

for the value chain, the EU Corporate Responsibility Reporting Directive, and 

corporate responsibility due diligence. [17] To comply with the regulations in force 

in the EU, the awareness, understanding, and competence of companies' personnel 

in these matters must be increased and tied to the company's practical business 

operations. 

3 Empirical case-study 

The research team defined the first feasibility research methods at the beginning of 

the project in autumn 2023 to formulate responsibility studies that serve the needs 

of SMEs to develop sustainable development and its competence. As a result of the 

specification, it was decided to utilize qualitative and applied design science 

research methods. The analysis of this article focuses on the development of 

economic and social responsibility in small and medium-sized enterprises (SMEs) 

through the upskilling of their staff. By utilizing Design Science research methods 

[19], we aim to study the significance and impact of competence in economic and 

social responsibility factors on SMEs' current strategic operations and profitability. 

This article aims to understand and describe the sustainability competence needs of 

SMEs in authentic conditions. 

To embody an authentic theory, a case study is suitable for a crucial situation so that 

the theory can be challenged and expanded. When studying everyday situations and 

practices, previously undiscovered phenomena may emerge, and a case study helps 

analyze possible deviations from the norm. [18.] The applied design science 

research method is proper when researching practical solutions to real-world 
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problems by testing theories and considering the research object's culture. It 

includes an explanatory part that outlines the study's framework, objectives, 

process, and legitimacy. [19.] Schedules, processes, locations, and participants are 

appropriately selected according to research constraints when using a qualitative 

research method. When collecting data, the researcher highlights subjective 

thinking as part of the research. [18.] The analysis of the collected data is based on 

everyday experiences, views, and goals. In qualitative research, data collection is 

holistic, with the researcher interpreting phenomena and filtering them for practical 

experiences and views, creating information for context. [20.] When information is 

context-specific, there may be several realities related to this depending on the 

interpreter, i.e., the same information may appear different to different researchers, 

and, for example, the topic may change based on the answers to open questions. 

[18][21][22]. Contextualism poses a challenge of impartiality for researchers in 

collecting qualitative research data, based on which a foundation for accurate and 

reliable information must be laid. [22]. In the interviews, open-ended questions are 

primarily asked, and the theme can be discussed, in which case the interpretation is 

divided into a timeline for conducting the research. [23]. The contextualization of 

qualitative research means considering unexpected events and comprehensive 

descriptions of reality. In this case, various variables, meanings, processes, and 

relationships are considered, focusing on identifying regularities and generalizable 

observations. Things are observable but not measurable, emphasizing the design 

and implementation of theoretical models and proposals. [22] [28.] 

This study used group and semi-structured interviews to collect data to understand 

SMEs' perspectives on practical sustainability measures and the level of 

sustainability competence and needs. The research team and authors planned and 

defined the first phase of the research question set in the fall of 2023. The aim was 

to gain an up-to-date view of how the SME strategy considers and responds to 

stakeholder responsibility requirements by developing the personnel's responsibility 

competence. The data from the interviews and surveys were further compared and 

analyzed to iterate on the practical development needs of companies' responsibility. 

Based on analyses and comparisons, different approaches were selected considering 

the target group. First, the topic was approached with a thematic interview targeted 

at SMEs, after which an unstructured survey was directed to the interviewees. The 

preliminary study charted how companies have considered the requirements of 

sustainable development and responsibility in a strategic approach to practical 

business and how the competence of personnel supports strategic, practical 

operations. Based on group and semi-structured interviews, the research group 

developed a study module on strategic responsibility for SMEs, focusing on 

strategic business responsibility, responsible recruitment from the perspective of 

corporate image, and responsible commercialization and marketing. 
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3.1 Authentic company cases supported by team learning  

In our project teaching, we implement team learning methods based on the 

principles of a Knowledge-Creating Company [24] and the concept of a Learning 

Organization [25]. According to Senge [25], teams can learn more than individuals. 

Learning organizations should implement the processes of expanding knowledge 

into their structures and enhance the quality of this knowledge by using special tools 

or mechanisms [26].  

In the process of creating learning organizations, five key areas are essential: 1) 

systematic thinking, 2) personal mastery, 3) thought models, 4) shared vision, and 

5) grouped learning. Learning from one´s own mistakes, availing of experience, and 

constant learning should be composite parts of a learning organization. [26]. 

According to Halmaghi [27], the critical factors of learning organizations are as 

follows (pp. 99–102): 

• creation of systemsupporting the learning process 

• appreciation and perception of values arising from the organization- 

environment relation 

• encouragement of sharing knowledge 

• awakening cooperation and dialogue 

• constant creation of conditions that are favourable for employees wanting 

to learn 

• learning based on experience, elimination of current mistakes 

• emphasizing and advocating relations based on the individual employee 

and the organization 

• creation of an atmosphere and organizational culture that are favourable 

for learning 

In our project, we implemented several team learning methods and the concepts of 

Learning Organizations [25]. First, students work in their company teams, and 

together, they analyze their current sustainability issues based on their analysis, 

define their company's key development areas of sustainability, and make a long-

term plan for developing their sustainability goals. Secondly, we implement peer-

learning methods in the three sustainability courses of the project as students also 

learn from other teams and individuals in the course through online meetings. In 

those online “team meetings,” they can share their practices, concerns, and 

notifications with students from other firms and increase their knowledge of 

sustainability issues.  

In our project courses, teachers´ roles are seen as “mentors” supporting and 

encouraging learning. Teachers´ role is also to create a psychologically safe learning 
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environment for students, encouraging them to express their concerns and make 

mistakes. Team learning methods require motivation from students as students are 

seen as active creators of knowledge – not just passive information acquirers. 

4 Results 

This research indicates that SMEs must take responsibility guidelines into account 

strategically, and the personnel's responsibility competence must be more 

comprehensive. The daily work of businesses and personnel around responsibility 

and sustainable development must meet the responsibility requirements of different 

stakeholders. This maintains the company's competitiveness in the long run. To 

develop the responsibility competence of SME personnel, our study proposes three 

study modules focusing on responsibility, the by-product of which is an analysis of 

the current state of responsibility and a development plan for the company. With 

these, the company can develop responsibility and sustainability functions, 

considering the perspectives of double materiality analysis. 

The GAP analysis was conducted at the beginning of 2024 based on semi-structured 

(n19) and group interviews (n 4-13), which revealed recurring themes in SMEs' 

views on promoting and considering sustainable development and responsibility. 

SMEs' views on responsible business operations focused on compliance with 

regulations, such as directives, responsibility, legislation, and transparency. In this 

context, SME representatives highlighted transparency, doing the right thing, 

fairness, integrity, and ethical and moral principles. The importance of preventing 

harmful activities was highlighted in the immediate business environment and as 

part of the value chain. The respondents focused on the profitability and strategic 

starting points of business operations and their positive relationship to sustainable 

development and responsibility in the long term. During the semi-structured and 

group interviews, some respondents woke up to the comprehensiveness and 

significance of the dimensions of responsibility as part of competitiveness and when 

meeting stakeholder requirements. The areas of social responsibility, such as 

increasing the personnel's responsibility competence to ensure competitiveness, 

were considered significant. In this context, the importance of the personnel's 

responsibility competence as part of corporate image, marketing, and 

commercialization was highlighted, for example, to avoid greenwashing. The long-

term view of SMEs is to consider that having different recycling options and using 

renewable, responsibly produced natural resources is essential. All in all, 

responsibility was felt to support the business's strategic goals. 

The responses to the semi-structured interview show that some companies have 

taken some sustainability and responsibility into account as part of their practical 

business. Responsibility and the company's views on sustainable development are 

communicated, for example, on the website. In addition, it is stated that responsible 

matters must be implemented as required by regulations and legislation. From the 
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perspective of social responsibility and corporate identity, in addition to 

communication, interaction is based on openness and trust, as well as in a customer-

oriented manner. A few companies have invested in responsible product 

innovations, recycled materials, and the use of responsibly produced products. A 

couple of the respondent companies have gone further and calculated their carbon 

footprint, carried out sustainability-related certificates and a life cycle analysis, or 

joined the One Global Contact initiative, for example, and taken equality and non-

discrimination into account. 

4.1 Responsibility Competence in SMEs´  

The research team analyzed and planned how the Universities of Applied Sciences 

could support SMEs in increasing their personnel sustainability competence to meet 

stakeholders’ demands.  

Most company representatives said they had not attended any training to increase 

their competence in responsibility. The research group had already made a similar 

observation during the Green Responsibility project, and the previous observation 

was confirmed in the survey. To formulate sustainability studies targeted at SME 

personnel members in a needs-based manner, the research group's representatives 

were asked what issues they thought were related to responsible business 

operations, human resources management, and recruitment. 

Responsible business was requested to include content and closer examinations with 

practical examples of responsible communication, forming a responsible corporate 

image, and regional impacts. The challenge was implementing the responsibility 

strategy in the company's everyday operations. In decision-making in procurement 

and value chains. The comprehensiveness of responsibility and sustainable 

development and its strategic and long-term significance for ensuring the company's 

profitability and existence were discussed. 

Social responsibility should be considered in practical decisions, for example, from 

the perspective of multiculturalism. The survey section on responsible human 

resource management and recruitment revealed that the respondents wanted 

clarification on what responsible recruitment is, what is included in the equality 

plan, and what its significance is for the corporate image. Regarding responsible 

recruitment, the responses considered what the applicant can ask about the 

company's values and how to reliably verify the level of competence in recruitment. 

A few people left this point unanswered or said the question was irrelevant. In this 

context, the research group considered the respondents' needs. It raised awareness 

through planned studies to provide all participants with a clear picture of the impacts 

and significance of responsible human resource management and recruitment. 
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Conclusions 

Consequently, we present the importance of strategic business responsibility for 

SME personnel, which can be strengthened, e.g., by distance learning and gaining 

a competitive advantage. 

Based on the research team's GAP analysis, thematic and group interviews, and a 

survey, it was decided to focus on strategically responsible business, recruitment, 

commercialization, and sales competence in the responsibility studies offered to 

SME personnel members. This resulted from research data showing the importance 

of responsibility and sustainable development in the future operations of SMEs and 

stakeholder demands. For SMEs to meet the responsibility requirements of all 

stakeholders, their personnel must master and know the most relevant issues 

affecting responsibility and sustainable development for the company's business. 

Responsibility competence and its level become concrete in everyday practical 

business. Responsible and sustainable implementations affect companies' 

capabilities and profitability in the long term. 

By participating in the responsibility studies designed and formulated by the 

research team based on the data, companies can draw up a current state and 

development plan for responsibility related to their own business, which will 

increase SMEs' strategic competence and thinking about responsibility. The study 

participants learn to understand the team learning method's peer learning and 

problem-solving skills by utilizing current responsibility requirements in practice. 

In this way, they can further develop the competence areas of responsibility and 

sustainable development, which are central to the company's future. 
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Abstract:  In the strategic management of Human Resources (HR), the portrayal of employees 

as human assets has significant inferences   

 as it highlights the human investment perspective in firms. It necessitates an appropriate 

and integrated approach to managing the workforce with the organization’s strategy.  

However, it needs the best HR practices and metrics to identify the effectiveness of 

productivity, profit, growth, and innovation. This involves dilemmas related to the investment 

in the workforce. Accordingly, this study helps to identify the significance of integrating HR 

analytics to measure employee learning and development in a  selected University in the 

United Arab Emirates. A questionnaire was developed based on the intensive literature 

review. The primary data was collected by interviewing employees from different strata. The 

collected data was analyzed by descriptive statistics and tested the crafted hypotheses 

through a Confirmatory Factor analysis (CFA). The results prove the significance of HR 

analytics in employee development toward organizational effectiveness. Organizations that 

invest in their talent force are more attractive to prospective employees and can retain the 

best talents for firms’ future growth and stability. Well-trained employees increase a 

competitive advantage to firms in the marketplace and ensure a Return On Investment (ROI). 

Hence, this study can be a roadmap to determine the actual “value” of each employee. 

Valuation of human assets has a high impact on performance, compensation, career 

development, and retention strategies in firms. Future studies can be concentrated on these 

areas. 

Keywords: Human Resource Analytics, Learning and Development, Employee Development, 

Human Value, Return On Investment. 

1 Introduction 

An organization that invests in its employees will be more attractive to prospective 

employees and will have less difficulty in retaining current employees; this leads to 

efficiency and gaining the organization’s competitive position.  

mailto:h.parameswaran@cu.ac.ae
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1.1 Purpose and aim of the study 

Firstly, the study tries to examine the importance of HR analytics in general and 

how it links to employee performance. Though the performance is based on a lot of 

parameters, here it focuses only on learning and development (L&D) activities. It 

then identifies and confirms the latent variables for learning, employee development 

& human Return on Investment (ROI) through reliable measurements. The outcome 

of the study recommends that the firm incorporate HR metrics to measure the 

effectiveness of employee development. This can minimize firms’ operation costs 

and increase revenue per employee. This proposed business model can not only 

upgrade employee knowledge, skills, and abilities to make better decisions but also 

ensure ROI. 

1.2 Objectives of the study  

1. To understand the significance of HR analytics in L&D. 

2. To understand the significance of HR analytics in employee development.  

3. To identify the relationship between HR analytics and human Return on 

Investment (ROI). 

2 Literature Review  

Human Resource Management International Digest (2017) defines HR analytics as 

the systematic identification and quantification of personnel practices to make better 

decisions for business outcomes [1]. As of now, HR analytics literature has mostly 

focused on several areas; limitations, and challenges facing HR analytics 

development (Boudreau & Casio, 2017; Huselid, 2018; Jeske & Calvard, 2020), 

how to develop and utilize HR analytics (Green, 2017), and the significance and 

effect of analytical skills (Mc Cartney, et al, 2020)[2-6]. Now, it concentrates on 

the enhancement of roles and the overall contribution of HR throughout the firm 

(Bradley, 2017)[7]. Although these favorable conditions exist, HR analytics in the 

UAE is still in its infancy. Due to such a context, firms are trying to maximize the 

use of HR analytics, but there is insufficient data to describe HR managers' 

approaches to HR analytics within the region (CIPD, 2015)[8]. Spahic (2015) 

argues that private enterprises rely more on analytics to predict future employee 

training needs. In light of this, the study explores the need for HR analytics in 

measuring L&D and employee development, their working process, outcomes, and 

recommendations for its development[9].  

HR analytics offers great potential for organizations in the UAE, but two challenges 

stand in the way: there are few HR analytics experts capable of implementing HR 

insights processes, and the IT infrastructure required for efficient collection and 
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analysis of high-quality data is lacking. Hence, the study tries to fill the gap between 

the approaches and incorporation of HR analytics to demonstrate the ROI. It has 

also been noted that small businesses are reluctant to adopt HR tools because they 

fear metrics and are uncomfortable with the level of statistics used in HR analytics 

(Vargas, 2015; Rafter, 2013)[10-11]. Additionally, this study refers to two cases, 

Pricewaterhouse Coopers and Frito-Lay case study, for the effectiveness of HR 

analytics in L&D practices. As this is a medium firm, this research proposal can be 

considered and developed in the future in all HR best practices to demonstrate the 

ROI.  

2.1 Linking HR analytics and L&D   

Coolen and IJselstein (2015), highlight that HR analytics is not statistics and 

measurements but the provision of data on understanding the business challenges 

and HR perspectives, such as training needs[12]. Research conducted by Best 

Practice Institute found that 82% of HR executives utilize analytics to determine 

how to develop their top talents. Around 80% of companies use analytics to 

determine the characteristics of leaders that demonstrate or predict their 

effectiveness. In a survey of HR professionals, 73% said they wanted to retain 

employees based on their future contributions (Carter, 2020)[13]. Thus, it can create 

a high-involvement work system (Ruparel et al., 2020)[14]. 

2.2 HR Analytics and Employee Development   

Companies analyze HR analytics reports and use the data to predict the future needs 

of their organizations, including employee development needs (Fitz-enz & Matox, 

2014)[15]. Several studies on HR analytics highlight its impacts as improved human 

capital management (Mihalcea, 2017), increased employee productivity (Sharma & 

Sharma, 2017), enhanced workplace learning (Giacumo & Breman, 2016), and a 

higher return on human capital investment (Mihalcea, 2017)[16-18]. These can 

enhance career opportunities and less turnover. When employees' performances are 

evaluated, strategies can be designed to improve the KSAs of each employee. The 

study utilizes the ‘labor markets’ model to find external labor market and career 

issues, and business model issues to retain employees through employee 

engagement. Thus, it allows a correlation of the significance of HR analytics in 

L&D in employee engagement (Levenson et al., 2005)[19].  

2.3 HR Analytics and ROI  

By relying on analyzable data, HR can make a meaningful contribution to the 

generation of better decisions. Spahic (2015) argues that by overlooking past 

mistakes and instead focusing on predictive analytics, HR can be able to overcome 

past failures, avoid repeating them in the future, predict future outcomes, and 

formulate organization-wide development strategies. Therefore, HR analytics helps 
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a business to transform regular descriptive information and numbers into 

meaningful outcomes (Sharma & Sharma, 2017).  

2.4 Formulation of Hypotheses 

Evaluation of employee performance identifies the strengths and weaknesses of 

individual employees, accordingly, measures can be taken to improve the skills and 

abilities of each employee. This improves the competency level. The research 

utilizes the ‘Capability-Opportunity-Motivation’ (COM) model to link with the 

L&D to identify the variables that impact employee performances individually and 

in group roles (Blumberg and Pringle, 1982; Boudreau et al., 2003)[20-21].  It is 

important to quantify the ROI in L&D to achieve strategic objectives. This enhances 

a shared culture and creates values for the firm. Thus, the first hypothesis is, 

H1: HR analytics has a significant role in employee L&D. 

A study of Fortune 100 annual reports found that 14% of reports contained at least 

one quantitative measure (turnover rate, investment in training, percentage of pay 

that is variable, employee attitude survey) of HR management (General Electric 

annual report, 2005) that can create value to the organizations in its profitability 

(evidence-based platform)[22]. This allows the executives to make better decisions 

in compensation, improve operations by considering external factors in job design, 

and boost productivity through personal & professional development (Schneider, 

2006)[23]. Even though HR analytics literature has advanced; on how HR analytics 

can improve organizational performance (Margherita, 2020), research on how HR 

analytics impacts, and influences, performance remains scarce (Huselid, 1995). 

Moreover, Schuler (2015) highlights its impact on creativity[24-26]. The next 

hypothesis is, 

H2: HR analytics has a significant role in employee development. 

HR analytics helps to produce evidence in the form of organizational facts, allowing 

managers with actionable insights that can be utilized as evidence in decision-

making. These are long-term rather than short-term plans. Likewise, when insights 

derived from HR analytics are deployed for making decisions, coupled with other 

sources of evidence, it enhances organizational performance (Minbaeva, 2018)[27]. 

The dilemma here is whether it helps to communicate revised policies & strategies 

to the top management. The ‘organization design model’ assists in linking work and 

management processes, structure, rewards, and people while crafting a strategy 

(Galbraith, 1977)[28]. This raises another question of whether the employees are 

aware of the mission, the impact of performance management, & reward strategies. 

Thus, the third hypothesis crafted is, 

H3: HR analytics plays a valuable role in ROI. 

The below conceptual model illustrates the research questions based on the detailed 

literature review (Figure 1).  
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Figure 1. 

Conceptual model for the study 

3 Methodology  

The methodology outlines the researcher's approach to ensuring reliable, valid 

results that address the objectives. Also, the Gantt chart assists in systematically 

planning the research and properly distributing the resources (Appendix I). 

3.1 Data collection methods: Primary data and Secondary 

data 

To ensure the wide applicability of results, the study tested the hypotheses on a 

sample of employees from a UAE-based University. The primary research method 

involves gathering original data tailored to the specific research question (Gratton 

& Jones, 2010)[29]. A questionnaire was self-developed, and ‘closed’ in form, 

based on a five-point Likert scale (1-absolutely agree to 5- disagree) (Likert, 1932) 

as the model of rating utilized for primary data collection[30]. This tool was 

developed by Cronbach in 1951, to measure the reliability of the data and tests to 

see if multiple-question Likert scale surveys are reliable. Additionally, interviews 

and interactions were done. Demographic factors were included at the beginning of 

the questionnaire, followed by above mentioned independent variables. Typically, 

secondary research involves synthesizing data and literature organized and 

published by others. The researcher conducts a pilot study before the secondary 

Employee development -HR 

analytics 

HR analytics & ROI 
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(High performance work 
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research to familiarize with the topic. Various determinants of L&D, its alignment 

to HR analytics, and finally, the need to integrate HR analytics for human ROI were 

identified from various sources such as published books, peer-reviewed journals, 

government, and non-governmental/professional bodies and these served as 

secondary data (Boundarouk et al., 2017)[31]. The questionnaire has been attached 

as Appendix II for the identified variables and items. Moreover, the results of the 

demographic characteristics show that the survey contains 65 males ( 56.0%) and 

51 females (43%) with a major share of the age group between 46 years and 55 

years (45.7%)); having an experience of 10-20 years with a share of 47.4%. Also, a 

lion’s share of respondents (56.9%) were PG or other professionals (Appendix III).  

3.2 Justification of Research Methods 

As the University is a growing education sector and the management is keen on 

expanding the academic programs and for employee retention, this type of survey 

is appropriate to collect information from the employees. Accordingly, the 

questionnaire consists of 14 questions, grouped into 3 categories, distributed to a 

diverse population in two rounds according to their flexibility in filling out the 

questions. The sampling method was stratified proportional to get a wider response 

from different groups of individuals. This quantitative approach assists in getting 

information from a large group of people within a short period. Out of 150 

questionnaires, 120 were returned, and 4 of them were eliminated due to a lack of 

missing information. Hence, 74.7% of the total number of distributed questionnaires 

can be regarded as representative of the population where the study was conducted. 

This approach aids in choosing appropriate statistical tools, which in turn assists in 

providing straightforward findings and interpreting the data with less error and 

subjectivity. The reliability can be rechecked and less open to arguments.    

Moreover, interaction with the employees provides insight into employees’ 

experiences, feelings, and perceptions of L&D factors, and the importance of HR 

analytics to design, test, or improve systems or to increase employee performance. 

Observation aids in measuring and recording quantitative or qualitative data. By 

using this method, knowledge can be gained without the bias that can occasionally 

be present in interviews. This approach maintains flexibility as new ideas or patterns 

emerge, and a process in data collection and analysis can adjust. It is not rigidly 

predetermined at the beginning. 

On the other hand, secondary data facilitates the collection of primary data in a more 

specific manner and helps to identify the gaps and deficiencies that need to be filled 

and what additional information needs to be gathered. This is more economical with 

less effort and saves time. The sources aid in developing hypotheses by 

understanding the variables in a better way and thus it evaluates the cost of primary 

research. Both quantitative (relates to generalizing the research findings) and 

qualitative research (pursues an understanding of the reality of a phenomenon) 

methods assist in developing a better business model. Therefore, the research 
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methods form a triangulation as it uses more than one data collection method, 

leading to the development of different databases. This assists in getting the results 

with the same conclusions, then the methods help to validate each other (Brender, 

2006)[32].  

After the great recession period of 2008, most organizations recognized the 

necessity of accurate evidence-based people-management practices which involve 

analytics, decision-making, and problem-solving (Reddy and Lakshmikeerthi, 

2017)[33]. Hence, the study peeps into a business model and how it impacts the 

implementation of HR analytics; and perspectives on how it adds value at different 

stages in the business model.  

3.3 Ethical issues 

To design an ethically sound research project, participants, the researcher, the wider 

community, and the institution all need to be considered. The present study refers 

to the American Psychological Association (APA) Ethics Code to get acquainted 

with ethical practices while doing qualitative research (APA, 2017)[34]. 

Additionally, ethical research needs to have 'informed consent' (Denzin & Lincoln, 

2011)[35].  Firstly, the study was discussed with the concerned authority in the firm 

to avoid any harm to the firm and any other members. Secondly, the willingness of 

the respondents to participate in the survey was very difficult, so the researcher 

explained the relevance of their feedback, the intention of the research, how it will 

be used, and the possible issues if any. To have mutual understanding, trust, and 

participation, the researcher confirms to maintain confidentiality and anonymity, 

and there was no coercion for the response, considers critical awareness of the 

participants’ own bias, and upholds the appropriate time for the participation. 

Thirdly, to avoid own biases with varied cultural groups, the researcher was highly 

approachable concerning the respondent's age, gender, race, religion, etc. Lastly, 

the results were carefully maintained to avoid plagiarism or research misconduct.  

4 Analysis, Findings, and Discussion 

This section explains the statistical tools, tests, and findings. 

4.1 Data measurement 

A one-way analysis of variance (ANOVA) was performed to assess the 

representativeness and identify differences between the valid sample and the deleted 

responses. Similar to this, a comparison of the survey and later interactive responses 

has been done to ascertain the representativeness of the sample (Wilcox et al., 

1994).  
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Measurements 

Learning and Development: To measure this, four variables were used (competency 

development, leadership, teamwork, and shared values). Respondents were asked 

to mark their perspectives according to a 5-point Likert scale. All one-

dimensionality scales are being determined and Cronbach’s coefficient α (Table 2) 

was used for the evaluation of internal consistency. These questions measure latent 

variables and inform the researcher how closely related a set of test items is as a 

group (Lavrakas, 2008). The values for this item were 0.82 i.e., > 0.7, then it can be 

considered a priority (Nannally, 1978), and values >0.60 are considered acceptable 

(Hair et al., 1998). While considering the subjective L&D data, several previously 

published studies examining HR analytics and L&D have used several self-reported 

performance measures (Coolen and IJselstein, 2015). 

Employee development: To measure this, 5 items were developed (evidence-based 

platform, external factors for job design, personal & professional development, 

compensation through skill development, and degree of creativity) (Margherita, 

2020; Huselid, 2018). Each item was evaluated on a Likert scale and the alpha value 

was 0.83. 

HR analytics and ROI: Given that no valid scale has been developed to measure 

ROI, the study applies a theoretical framework (Galbraith, 1977) and adopts 

questions from established scales to reveal the theoretical definition (Sharma & 

Sharma, 2017). The dimensions were; the firm’s mission, the use of new strategies 

& policies, long-term plans for employee investment, a performance management 

system, and a reward system (Spahic, 2015). The alpha value was 0.87.  

Subsequently, the obtained data were processed and analyzed by statistical 

techniques of numerical indicators. First, descriptive statistics were utilized to 

understand the Mean and Standard Deviation. Then, the structural equation model 

(SEM) was developed using the software package AMOS. Additionally, 

Confirmatory Factor Analysis (CFA) was performed to examine whether the 

hypothetical model collected data adequately.  

4.1.1 Data analysis  

First, descriptive statistics were done to describe the central position of a frequency 

distribution for the data. Psychometric characteristics of the scale, including one-

dimensionality, reliability, and validity were evaluated to confirm the conceptual 

model (Table 1).  
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Variables Mean Std.Dev. Variables Mean Std. 

Dev 

Variables Mean Std. 

Dev 

Q1_1 3.7 0.89 Q2_1 4.1 0.81 Q3_1 3.9 0.89 

Q1_2 3.6 0.88 Q2_2 4.0 0.87 Q3_2 3.8 0.88 

Q1_3 3.9 0.90 Q2_3 3.9 0.98 Q3_3 3.2 0.98 

Q1_4 4.2 0.91 Q2_4 4.1 0.81 Q3_4 3.2 0.98 

   Q2_5 4.0 0.87    

Table 1. 

Descriptive Statistics of Variables 

It is evident from the table that the values for Std. Dev is <1, so the items are good 

enough for further analysis. To examine interdependence within a large number of 

variables, CFA was done where a correlation matrix was tested. Also, the maximum 

likelihood method was used as a method of assessment. The obtained results are 

satisfying, indicating a proper fitting of the measuring model.  

This means that the respondents have almost the same feelings on all variables. All 

these items can be incorporated into the firm’s HR analytics to measure L&D 

activities (Spahic, 2015).  The estimated measuring model by using CFA determines 

the variables are reliable, and shows that all factor loadings are important (p.0.5). 

Structural relations have been tested, which indicates significant differences in 

factor loadings in the firm. This supports the view of Mc Cartney et al (2020) that 

HR analytics is the effect of analytical skills. It also highlights how to utilize HR 

analytics about employee L&D activities. A focus on these kinds of analyzable data 

can enable HR to make valuable contributions to better decision-making while 

selecting the latent variables for L&D. Thus, the firm can transform descriptive 

information and numbers into meaningful outcomes by using HR analytics (Sharma 

& Sharma, 2017).  
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Model  x2 df x2/df           p IFI          TLI             CFI     PNFI     AIC               

RMSEA 

    0.00        0.00            0.00       0.00       5271.660       

0.170 

Independence 
5183 462 11.220    

<0.0001            

 

14 -items 
961.341 423 2.271    

<0.0001 

0.891     0.880           0.890     0.746     1127.341        

0.059 

Table 2. 

Model fit Indices for CFA- HR analytics for L&D for ROI 

Source: Data analysis 

4.1.2. Hypotheses test  

As a next step, the study analyses hypotheses, H1 to H3. The following Table 2 

establishes the influence of HR analytics on latent variables. There is statistical 

significance to the factor loadings (p>0.5). The provision of these kinds of data 

identifies an understanding of the business challenges and HR perspectives, such as 

learning needs. This enhances talent management in the firm (Coolen and IJselstein, 

2015). Moreover, the regression coefficient for dependent and independent 

variables in Table 3 proves that considering these factors in HR analytics has a 

significant impact on human ROI as the standardized direct effect is greater than the 

recommended value (0.4). Moreover, the values for reaching the significance level 

as p-value is <0.001 and maintains the reliability (AVE values). This illustrates the 

processes in L&D activities and outcomes of ROI. 
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Construct  Nonstandard factor 

loadings 

T-values Standard factor 

loadings 

Convergent 

validity 

AVE  Cronbach 

alpha 

      0.825 

L&D               L&D4 

                       

                       L&D3 

                        

                      L&D2 

                   

                      L&D1     

                  

1.000 

0.981 

0.930 

1.036 

 

12.513 

12.224 

13.101 

0.723 

0.753 

0.728 

0.766 

 

0.541  0.590  

 

 

 

                      

 

ED                ED5 

 

                     ED4 

 

                     ED3 

 

                     ED2 

                      

                     ED1 

 

1.000 

1.120                      

1.172 

0.867 

0.778 

 

13.812 

14.567 

13.012 

12.121 

0.678                      

0.786 

0.842 

0.667 

0.765 

0.576            0.592             0.835 

ROI              ROI5 

 

                    ROI4 

                    

                    ROI3 

  

                    ROI2 

  

                    ROI                     

       

                    

1.000 

1.210 

1.131 

1.145 

1.115 

 

 

18.121 

16.278 

16.121 

17.765 

0.867 

0.826 

0.823 

0.799 

0.785 

0.556 0.661 0.876 

Table 3  

CFA  

Source: Data analysis 

 

The above values confirmed the convergent validity that indicates the extent to 

which the indicators utilized for measuring a particular concept related to the study. 
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The share of explained variance indicators is higher than 0.5 (AVE>0.5). This 

shows that the latent variables selected for the study can be included in employees’ 

learning and development activities, however, appropriate metrics are to be 

included while incorporating HR analytics to ensure the human ROI. 

4.2  Interpretation of Findings 

It is evident from the result that the study throws light on a new strategy 

development related to incorporating HR analytics through L&D activities at CUA. 

The findings explain the effective accomplishment of the objectives mentioned in 

the introduction part as the values of all latent variables reached their significance 

level.  HR analytics in a firm aims to make human resource decisions with the 

organization's overall goals and performance (Bondarouk et al., 2017). Table 2 

confirms the fitness of the selected model for the study. The values of the CFA 

(Table 3) prove the association of each attribute to latent variables such as the 

significance of HR analytics on L&D to ED and ROI in the firm as the values reach 

their recommended value. Moreover, Table 4 confirms the regression analysis and 

significance level of each latent variable in the selected organization as all the values 

are <0.001. It clarifies that the p-value for all the factors has a significance level 

(<0.001) and reliability of 0.60. The hypotheses test validates the relationship of 

each item to their respective latent variables (L&D, ED, and ROI).  

 

Path 
Regression 

coefficient 
    t P-value 

Variance 

explained 

Average Variance 

Extracted 

Composite 

Reliability 

 

 

High-

involvement 

work systems → 
ROI 0.904 25.742 

<0.001 81.8 

   

Career 

opportunities → 

ROI 0.979 39.171 

<0.001 95.8 

   

High productivity 

→ ROI 1.001 65.500 
<0.001 100.2 

91.12                                    0.60  

Reduced turnover 
→ ROI 0.945 30.725 

<0.001 89.3 
   

Table 4. 

Regression Coefficient – HR analytics on L&D –ROI 

Source: Data analysis 

This shows that the factor loadings have statistical relevance (p>0.5). Through this 

analytics, managers can produce evidence in the form of organizational facts, 

allowing them to make decisions based on actionable insights. HR analytics can 
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reduce past mistakes and focus on future implications with relevant employee 

development metrics. Hence, it proves that the integration of HR analytics to 

measure the L&D can ensure the ROI factors that are identified in Part I. 
 

Conclusion 

Despite the claimed significance of HR analytics, more studies are vital to 

investigate business challenges and HR perspectives, especially learning needs 

(Coolen and IJselstein (2015). This is evident from Table 3 as convergent validity 

and the average validity for L&D are 0.54 and 0.59 respectively. The study proves 

the significance of HR analytics in talent management, leadership development, and 

employee retention (Carter, 2020). The significance level of the hypothesis test 

shows the importance of the COM model (Blumberg and Pringle, 1982; Boudreau 

et al., 2003) in the firm. If there is any time constraint for an in-depth analysis, this 

model can serve as a map for checking whether the appropriate questions are 

considered for the driving behavior related to business performance. 

The study is a roadmap for Huselid’s (2018), research on how HR analytics impacts 

and influences employee performance. It strengthens the view that those companies 

which analyze HR analytics reports and data for job designing, career development, 

compensation, and creativity, can lead to employee development (Fitz-enz & 

Matox, 2014). The alpha value confirms the internal consistency and CV as 0.57 

and AVE as 0.59. Thus, the second hypothesis was accepted because the result 

proves the significance of incorporating the ‘labor markets’ model to evaluate the 

full set of options available to an organization related to increasing profitability 

(Levenson et al., 2005).  

The values (AVE as 91.1 and composite reliability as 0.6) from Table 4 prove the 

need for variables for better decision-making toward ROI, which in turn leads to 

higher organizational performance (Minbaeva, 2018). Thus, the result confirms the 

significance of the ‘organization design model’ in that it can be applied to different 

groups of people in different roles, however, it gives more accuracy for similar roles 

(Galbraith,1977). Thus, the third hypothesis was accepted. 

The three models (COM, labor markets, and organization design) addressed in the 

study bridge the gap between theory and practical implications in HR analytics.  

Recommendations 

The present study addresses the methods for human ROI in firms by effective HR 

analytics on L&D. Also, the factors to be considered by the management in 

expanding their tactics in capturing the full potential of the workforce. For this, HR 

technology in the firm needs to develop to run the reports, create dashboards, 

develop simulations, monitor KPIs, and perform predictive analytics. It stresses the 

employment relationship and long-term commitment to creating intrinsic and 

extrinsic factors. The cost-benefit analysis includes an alignment of the firm’s goals 
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and objectives, how this proposal fits with the organizational needs, and the extent 

to which it makes a change to the organizational members. 

The performance for employee development can be measured by implementing 

balanced scorecards, dashboards, and predictive analysis. The scorecard translates 

the company’s strategic objectives into a set of performance measures (Kaplan & 

Norton, 1992). It can motivate breakthrough improvements in critical areas such as 

product, process, customer, and market development. Thus, it balances the external 

measures like operating income and internal measures like new service 

development.  

Also, needs to include the increase or decrease in revenue, 

productivity/organizational performance, turnover rate, enrollment of freshmen, 

etc. The benefits are knowing; the extent to which the University meets the 

expectations of shareholders (financial perspective), delighting the customers 

(customer perspective, preparedness for the future (learning and growth 

perspective), and ways of doing the right things (internal process perspective). 

The models would boost the decision-making in competency development of the 

workforce because many more opportunities for applying advanced statistics to 

diagnose HR issues will emerge from applying good analytics more broadly. So, 

appropriate retention strategies must be incorporated into future research as long-

term planning.  

Also, University needs to: prepare and prioritize plans and budgets for HR analytics 

in L&D; evaluate the cost of achieving the same outcomes with different 

approaches; analyze the effects of learning interventions. The University IT 

department can develop an HR analytics system to measure the delivery cost, 

informal coaching intervention costs, cost of learners’ time, incidence rate of 

participants, business benefits, and organizational development initiatives. 
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Appendix - II 

Questionnaire 

Kind attention: Please note your responses are highly appreciated. It is used 

exclusively for academic purposes and maintains all confidentiality. 

Section I 

Demographic factors 

 

1. Gender:     Male                                                                       2.  Female 

 

2. Age:  

 

1. 25 -35                         2. 36-45                             3. 46-55           4. >56 

 

2. Qualification: 

 

a. Post-graduation        b. Other Professional courses          c. Ph.D.                            

3. Experience: 

 

a. Less than 5 years     b.  5-10 years     c.  11-15 years   d. more than 

15 years 

 

Section II 

Latent 

Variables 

Related 

Factors 

Strongly 

Disagree 

Disagree Neutral Agree Strongly 

Agree 

Learning & 

Development 

(LD) 

Q1. I have 

enough 

opportunities 

for my 

competencies 

through skill 

and 

knowledge 

development.  

     

Q2. I have 

opportunities 

to work with 

leaders, 

managers, and 

customers at 

my 

organization. 
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Q3. I  have 

opportunities 

to work in a 

team learning 

environment. 

Q4. My firm 

provides a 

shared culture 

and values in 

my 

organization. 

     

ED & HR 

analytics 

(HRA)  

Q5. My firm 

has an 

evidence-

based 

platform to 

track L&D. 

     

Q6. My firm 

considers 

external 

factors in job 

design. 

     

Q7. My firm 

considers 

personal & 

professional 

development 

through L&D. 

     

Q8. My firm 

provides 

compensation 

with skill 

development. 

     

Q9. My firm 

gives me an 

opportunity 

for creativity. 

     

ROI  
Q10. Do you 

have specific 

policies and 

strategies 

approved and 

well 

communicated 
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by the top 

management? 

Q11. I am 

aware of the 

firm’s 

mission.  

     

Q12. My firm 

has long-term 

plans for 

employee 

investment. 

     

Q13. My firm 

motivates me 

through 

reward 

systems.  

     

Q14. My firm 

maintains 

good 

performance 

appraisal and 

employee 

development 

methods. 

     

 

Any other comments: 

 

Thank you for your participation! 
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Appendix III 

Demographic characteristics of the Sample 

 

Mark Control 

Variables 

Category Frequency Share (%) 

     

CV1 
Gender  Male 

Female 

65 

51 

56.0 

43 

CV2 
Age  25-35 

36-45 

46-55 

>56 

18 

42 

53 

3 

 

15.5 

36.2 

45.7 

2.6 

CV4 
Qualification Undergraduate 5 4.3 

 
 PG & other 

professional 

programs 

Ph.D. 

66 

 

45 

56.9 

 

38.8 

 

CV3  
Experience  <5 years 

5-10 

11-15 

>15 years 

12 

45 

55 

21 

 

10.3 

38.7 

47.4 

18.1 
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Abstract: The EU has been facing numerous challenges in the 21st century. The eastern 

enlargement resulted in widening of socio-economic inequalities. The global financial crisis 

2008+ forced the EU to introduce instruments aiming at improving financial stability. The 

first migrant/refugee crisis of 2015-2016 proved the need for reforms in the area of EU 

immigration and asylum policy. Brexit disrupted internal political dynamics of the EU and 

ended the period of the EU gravitation power. The COVID-19 pandemic coupled with the 

Russian invasion on Ukraine did show that crises become more and more complex. Moreover 

the EU has to face climate change, AI revolution, energy crisis, demographic changes. Thus 

the EU has to rethink its response to current and future threats and challenges. The main 

objective is to identify changes in the EU’s priorities in the 21st century. The parallel goal is 

to study the EU’s actions and mechanisms aiming at building resilience and to critically 

evaluate potential problems connected with practical implementation of the EU’s course 

towards resilience. 

Keywords: European Union, resilience, crisis 

1 Introduction 

The European Union (EU) has been facing numerous threats and challenges since 

the beginning of the 21st century. Some of them are internal, others result from 

external factors and are strongly connected with the growing turbulence of the 

global environment. Scientists and politicians point to a future world battered by 

intersecting crises, in which rising volatility and depleted resilience boost the odds 

of simultaneous shocks [27]. Rising instability creates the urgent need for actions 

directed towards resilience creation and strengthening. The paper objective is to 

identify main challenges and threats for the EU in the 21st century and to analyse 

the evolution of the EU’s priorities as a result of the aforementioned problems. The 

parallel objective is to study the process of resilience promotion in the EU with 

focus on areas, mechanisms and actions, as well as problems connected with 

mailto:iwona.pawlas@ue.katowice.pl
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practical implementation of the EU’s course towards resilience. The following 

research questions were formulated: 

− RQ1: What was the evolution of the EU’s priorities in the 21st century?  

− RQ2: What has been done so far to increase the EU’s resilience? 

− RQ3: What limits the EU’s resilience?  

The research tools used in the article include literature studies, descriptive analysis 

and critical analysis. 

2 Challenges and threats for the European Union in 

the 21st century 

The twenty-first century history of the European Union is full of problems and crises 

that require taking appropriate actions, changing integration accents and creating 

new solutions in order to face challenges [45].  

In the very beginning of the 21st century terrorism became a global problem. 

Terrorist attacks of September 11, 2001 had a profound and lasting impact not only 

on the USA, but also on many other economies, including the EU. They instigated 

the multi-decade global war on terror. The EU countries have also been impacted 

by terrorism. Numerous terrorist attacks occurred in many EU countries (e.g. 

Madrid train bombings in March 2004,  Paris attacks in November 2015, Nice truck 

attack in July 2016, London bombings in July 200510, Brussels attacks in March 

2016) [40].  

The eastern enlargement itself created a huge challenge for the EU. Accepting ten 

relatively low-developed economies in 2004, two more in 2007 and yet another one 

in 2013 resulted in considerable widening of socio-economic inequalities in the EU 

[42]. Additionally it also posed challenges for the EU budget, Common Agricultural 

Policy, EU Policy of Economic, Social and Territorial Cohesion, as well as the EU 

labour market. Moreover, the eastern enlargement forced a gradual reform of EU 

institutions [37]. 

Because of the interconnectedness of the economy and the financial sector the crisis 

which started in 2008 in the United States became a global one and was rapidly 

transferred to the EU. The EU faced the great recession in the years 2008-2009 and 

later, after a short recovery, several EU Member States experienced sovereign debt 

crisis. The combined crises had huge negative consequences for economic growth, 

investment, employment and the fiscal position of many EU Member States. 

Therefore, the EU was forced to introduce instruments aiming at improving 

financial and fiscal stability [41]. 

 
10  The UK was an EU Member State till January 31, 2020, therefore it is included here. 
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In 2015-2016 the EU experienced the 1st migrant / refugee crisis. In 2015 alone over 

1.3 million people came to the EU mostly from Syria, but significant numbers also 

from Afghanistan, Nigeria, Pakistan, Eritrea, Iraq and the Balkans. Such an 

increased influx of refugees and illegal immigrants into the EU was another 

challenge for the EU, and in particular for the common asylum and immigration 

policy. The European Commission attempted to enact some measures to address the 

problem, however with poor results due to huge differences of attitude of individual 

EU Member States [30]. 

Brexit referendum in 2016 [26] and official notification of the UK’s will to 

withdraw from the EU followed by “divorce deal” negotiations and the UK’s final 

withdrawal from the EU institutional framework in February 2020 and from the 

Single European Market in January 2021 ended the period of strong gravitation of 

the EU and disrupted internal political dynamics of the EU [29]. As a result of Brexit 

the EU’s demographic, economic, financial, political and military potentials were 

considerably reduced. Moreover, the EU had to undertake actions to prevent further 

exits. It also had to reform common policies. Restoring the EU’s image and position 

in the globalised economy was another challenge [8]. 

In February 2020 most experts considered Brexit the most important issue for the 

EU in 2020. On March 11, 2020, however, the World Health Organization (WHO) 

declared the novel coronavirus COVID-19 outbreak a global pandemic [6]. The 

Covid-19 pandemic impacted the EU and its Member States in many areas and 

aspects, including healthcare and economic systems, public health threat, challenges 

for coordination of economic policy, structural challenges, as well as risk of 

increased economic divergence [9]. 

Russia’s military aggression against Ukraine in February 2022 did show that crises 

become more and more complex. It resulted in increased geopolitical instability, 

energy crisis, new wave of immigration to the EU, changes in geographical pattern 

of international trade and international transfer of capital in the form of FDI [13]. 

Energy crisis of 2022 stressed the urgent need for significant reform of the EU 

energy policy [36]. 

Demographic changes experienced by most EU Member States, including 

population ageing, shrinking working-age population and labour shortages 

constitute yet another pressing challenge for the EU in the 21st century [12]. 

In addition to the above mentioned challenges and threats, the EU has to respond to 

numerous global challenges of the 21st century, in that:  

− Climate change (develop new climate goals, introduce considerable 

changes in the EU environmental policy) [44]; 

− AI revolution and its revolutionary impact on economy, society, education  

accompanied by the emergence of new risks and the need to adapt to an AI 

driven economy of tomorrow [25]. 
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3 Evolution of the European Union’s priorities in the 

21st century 

The EU attempts to respond appropriately to the internal and external challenges. 

Hence, it introduces strategies which include new elements reflecting new goals. 

One can observe a process of evolution of the EU’s priorities.  

The Lisbon Strategy adopted in 2000 for the years 2000-2010 aimed at transforming 

the EU into the most competitive and dynamic knowledge-based economy in the 

world, capable of sustainable economic growth with more and better jobs and 

greater social cohesion [24]. It seems to be the most optimistic of all the strategies 

adopted by the EU for the 21st century. Unfortunately the Lisbon Strategy’s goals 

had not been achieved by 2010. 

The next strategy was introduced in 2010. It was called Europe 2020 Strategy and 

covered the period 2010-2020. It did reflect new realities after the global financial 

crisis 2008+. Three priorities were formulated in the Europe 2020 Strategy, namely 

[11]:  

− Smart growth, i.e. developing an economy based on research and 

innovation; 

− Sustainable growth, i.e. promoting a more ecological, greener and resource 

efficient economy; 

− Inclusive growth, i.e. supporting high employment, fostering social 

inclusion and territorial cohesion. 

The outbreak of the COVID-19 pandemic forced the EU to rethink its goals and 

priorities. A Roadmap for recovery. Towards a more resilient, sustainable and fair 

Europe was adopted in April 2020. It stressed the significance of [3]: 

− Restored and deepened Single European Market in order to achieve 

resilience and prosperity; 

− Strategic autonomy of the EU which should be obtained through dynamic 

industrial policy, support for small and medium enterprises, effective 

screening of foreign direct investment (FDI); 

− Green transition and Digital transformation which should play a vital role 

in relaunching and modernising the EU economy. 

The openscale military aggression of the Russian Federation against Ukraine in 

February 2022 resulted in the approval of Strategic Compass for Security and 

Defence by the Council of the EU. Strengthening the EU’s security and defence 

policy, embracing four pillars [5]:  

− Acting more quickly and decisively when facing crises; 

− Securing citizens against fast changing threats; 

− Investing in necessary technologies and capabilities; 

− Partnering with others to achieve common goals. 
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In 2023 the Spanish Presidency of the Council of the EU introduced Resilient EU 

2030. A future-oriented approach to reinforce the EU’s Open Strategic Autonomy 

and Global Leadership [39]. Resilient EU 2030 consists of nine lines of action 

within 3 priority areas, namely [38]: 

A. Bolstering and securing internal production capacities: 

− Fostering domestic production of key goods, services and raw materials, 

− Monitoring foreign ownership and control over strategic sectors, 

− Setting contingency plans to respond to future shortages, 

B. Enhancing circularity and smart consumption: 

− Increasing resource efficiency, 

− Fostering circularity in the economy and society, 

− Replacing raw materials and components by more accessible alternative, 

C. Reinvigorating global trade and the multilateral system: 

− Launching a new trade expansion, 

− Rebalancing economic relations with China, 

− Leading the renovation of the multilateral architecture. 

4 Resilience promotion in the European Union 

4.1 Resilience – a new motto of the European Union. Areas to 

consider while promoting resilience 

Resilience is “the ability not only to withstand and cope with challenges but also to 

undergo transitions in a sustainable, fair and democratic manner” [17]. The EU 

has to be ready to face crises of various nature. Future crises can be more complex, 

multi-faceted and hybrid. Future crises can result in cascading effects. They can 

occur simultaneously.  

Multidimensional approach to resilience promotion and resilience creation in the 

EU must be applied [4]. The following areas should be taken into consideration 

while promoting resilience in the EU and of the EU and its Member States: 

− Health security and health care systems; 

− Food security; 

− Energy security and energy sector; 

− Financial sector and financial institutions stability; 

− IT systems; 

− Military security; 

− Critical infrastructure; 

− Circularity and smart consumption; 

− Bolstering and securing production capacities; 

− Economy (in a broad sense); 
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− Society; 

− Institutions (at the EU level and at the level of EU Member States – 

national, regional, local). 

4.2 Examples of mechanisms and actions aiming at 

strengthening the European Union’s resilience 

The significance of resilience has been reflected in the EU’s activity. The following 

steps should be mentioned here: 

− Crisis Coordination Arrangements (CCA) adopted by the Council in 2006 

[28]; 

− Integrated Political Crisis Response (IPCR) creation in 2013 – the 1st step 

towards cohesive decision-making at the EU level in response to cross-

sectoral crisis events [7]; 

− Codifying the IPCR into a legal act in 2018 [22]; 

− Council conclusions on enhancing preparedness, response capability and 

resilience to future crises, adopted at the General Affairs Council on 

November 23, 2021 (taking into consideration the first lessons from the 

pandemic crisis) [23]. 

The EU adopted numerous mechanisms and actions aiming at building resilience. 

Crisis response mechanisms in the EU include the following: 

− The EU Civil Protection Mechanism (embracing: The Emergency 

Response Coordination Center and The European Civil Protection Pool); 

− Crisis coordination in the Council (which can be triggered by the 

Presidency and can result from the invocation of the solidarity clause by a 

Member State) [15]; 

− European Union Solidarity Fund (financial instrument that helps to 

respond to major natural disaster) [18]; 

− Resilience and Values target within MFF 2021-2027  (amounting to around 

EUR 47 billion at 2020 prices) [32]; 

− Recovery and Resilience Facility within NGEU (i.e. temporary instrument 

planned for 2021-2026) [21]; 

− Preparedness for future health emergencies (new regulation on serious 

cross-border threats to health, revised mandates for the European Centre 

for Disease Prevention and Control (ECDC) and for the European 

Medicines Agency (EMA), emergency framework regarding medical 

countermeasures, as well as The Health Emergency Preparedness and 

Response Authority - HERA) [19]; 

− European Food Security Crisis Preparedness and Response Mechanism 

(EFSCM) [14]; 

− Single Market Emergency Mechanism - SMEM planned in 2024 (SMEM 

is supposed to bolster the internal market in times of crisis by facilitating 
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the movement of goods, services and persons, monitoring supply chains, 

ensuring access to critical goods) [20]; 

− Protection of Network and Information Systems (The directive on the 

security of network and information systems (NIS) of 2016 and a revised 

NIS directive of 2022 aiming at ensuring stronger risk and incident 

management and cooperation, as well as widening  the scope of rules) [10]; 

− Protection of Critical Infrastructure (New directive introduced in 2022 

aiming at reduction of vulnerabilities and strengthening the physical 

resilience of critical entities; the Directive covers critical entities in a 

number of sectors, such as energy, transport, health, drinking water, waste 

water and space) [16]; 

− IT Security of Financial Sector (Digital Operational Resilience Act – 

DORA, introducing uniform requirements for the security of network and 

information systems of companies and organisations operating in the 

financial sector, as well as critical third parties which provide ICT related 

services to them; DORA can be seen as a framework that boosts the IT 

security of the financial sector, preventing and mitigating cyber threats) 

[43]. 

4.3 Problems connected with practical implementation of the 

EU’s course towards resilience  

Practical implementation of the EU’s course towards resilience is not easy. A 

number of problems can be listed. Some of them have national character, others 

result from international and global factors. The following obstacles for quick 

achievement of true resilience of the EU can be listed: 

− Overlapping crises and threats [35], 

− Differences in perception of threats, 

− Differences in perception of integration processes [33], 

− Infrastructure shortages and poor quality of infrastructure, 

− Limited financial means, 

− Limited skills and innovation [34], 

− Brain drain and talents exodus [2], 

− Dependence on imported technology and goods [1], 

− Spy technology [31], 

− Limited flexibility of the EU institutions, EU programmes, EU 

mechanisms and actions. 

The final result will not depend on the decisions taken by the EU institutions alone 

and mechanisms implemented on the EU level only. It is of vital importance to 

develop real involvement of all EU Member States at national, regional and local 

levels. 
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Conclusion 

When Poland and other Central European countries applied for European Union 

membership in the 1990s, the EU was perceived as a rich club. Since the beginning 

of the 21st century, however, the EU has had to face numerous threats, crises and 

challenges. Threats become more and more complex. Cascading crises pose direct 

and indirect short-term and long-term consequences. Challenges get 

multidimensional. The EU has to stay vigilant. It must respond appropriately to 

emerging current and future threats, crises and challenges. 

The EU should: 

− increase internal production in order to achieve autonomy; 

− increase innovativeness (through talents, skills and infrastructure); 

− promote further integration (e.g. in the areas of digital services, AI, 

energy union, health care);  

− promote and lead reform of the multilateral system as an effective 

means of mitigating its weaknesses abroad and defending its interests 

globally.  

Resilience seems to be a precondition for preventing the decline of the EU’s position 

in the World. Only a more resilient EU will be capable of keeping and increasing 

its participation and leadership in a turbulent and changing world. 
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Abstract: As environmental degradation threatens our society, the need to create sustainable 

green banks is becoming increasingly urgent. The main objective of this paper is to identify 

the impact that the application of green banking has on the environmental, economic and 

social performance of banks. A questionnaire was completed by the  employees of 

commercial banks in Albania. The employees were asked what impact the application of 

green practices has had on their bank. In total, 155 questionnaires were collected. The 

answers of the bank employees show a positive relationship between the application of green 

practices and economic, social and environmental performance. When banks develop and 

practice green banking, the impact on environmental protection is obvious. Green banking 

practices improve banks' compliance with environmental standards and significantly reduce 

banks' energy consumption and use of paper and other materials. Green banking practices 

have a positive impact on the bank's image, create better relationships with the community 

and stakeholders, and increase compliance with applicable social laws and regulations. 

Green banking practices also have a positive impact on improving the bank's bottom line, 
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significantly reducing the bank's operating expenses, and improving the efficiency of the 

bank's resource management. 

Key words: Green banking, Environmental Performance, Social Performance, Economic 

Performance 

1 Introduction 

Green Banking is a concept that is used all over the world nowadays. The main goal 

is the prevention of environmental degradation. Green banking includes several 

aspects from their activity for the protection of the environment to how and where 

their money is invested (Shakil et al., 2014). The concept of Green Banking is a new 

development that focuses on banking operations and investments that protect the 

environment (Mathew, Green banking: an innovative initiative for sustainable 

financial devlopement, 2021). According to Tara et al., (2015) green banking is 

considered a sustainable, environmentally friendly bank that protects the 

environment and encourages clients to take care of the environment. Banks 

contribute directly to sustainable development through internal processes such as 

reducing energy consumption, and paper use, and equal and fair treatment of 

employees. But they also contribute indirectly by performing their function as 

financial intermediaries. When banks decide to grant loans, they evaluate the 

economic, environmental, and social effects on individuals, institutions, 

organizations, or projects that require loans ( Araci et al., 2016). Before deciding to 

finance a project, banks would have to analyze the impact of this project in the 

environment. Decisions regarding the adaptation of green products must be in 

accordance with the requests of the interested parties to give them satisfaction from 

the use of green counter products. This will lead to the successful implementation 

of green banking initiatives (Choudhury et al., 2013). Banks as financial 

intermediaries can create sustainability by offering loans with lower interest rates 

for clients who support environmental protection and higher interest rates for clients 

who do not protect the environment but damage it. This policy leads to a decrease 

in the profitability of banks, but it is a situation that does not last for a long time 

(Jeucken & Bouma, 1999). Banks have highly developed credit management 

systems. They give a higher price to loans with higher risk. Through price 

differentiation, banks can promote sustainability (Raluca, 2012). In addition, banks 

can improve their internal environmental performance.  According to (Gulzar et al., 

2024) which analyzed the impact of green investments on environmental 

performance. Through a questionnaire addressed to 500 bank employees in India, it 

was found that green banking practices had a significant positive impact on the 

environmental performance of banks. Operational features of green banking 

practices had the greatest impact, while aspects related to employees, policies and 

customers did not have a significant impact on environmental performance. Green 
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banking practices have a positive impact on banks' environmental performance, 

which has a significant impact on banks' profitability. By investing in green 

banking, banks reduce the risk of climate change, create sustainability, save costs, 

enhance their reputation in the face of changing demands, and build trust and loyalty 

among environmentally conscious customers (Jain & Sharma, 2023). 

Based on the literature review, the research questions of the paper are: 

1. How do green banking practices affect employees' perceptions of the 

environmental performance of banks in Albania? 

2. How do green banking practices affect employees' perceptions of the economic 

performance of banks in Albania? 

3. How do green banking practices affect employees' perceptions of the social 

performance of banks in Albania? 

Descriptive analysis will be used based on the results of the questionnaire addressed 

to bank employees. In previous works, the investments and efforts of banks in 

Albania to adopt green banking practices have been analyzed. This paper will 

analyze how green banking practices affect environmental, economic, and social 

performance. The analysis will be an initial analysis. In future papers, a more in-

depth study will introduce new factors such as social capital as a strategic resource 

for banks in their transition toward a greener and more sustainable economy. 

2 Literature Review 

Acording to Sangisetti & Kumari( 2023) green banking contributes not only to 

environmental protection but also to economic growth. Banks should focus on 

financing businesses and sectors that, in their activity, make efforts to protect the 

environment. This would affect the prevention of pollution but also the creation of 

a stable banking system. Green banking applied by banks affects the creation of a 

sustainable environment, but also banks increase their image and the number of 

clients by attracting customers who are willing to contribute to the protection of the 

environment. Green banking practices not only contribute to environmental 

protection (Shameem & Haleem, 2021). According to (Malsha & Arulrajah, 

Mediating role of employee green behaviour towards sustainability performance of 

banks, 2020) in order to have a sustainable performance, banks should focus on 

promoting green attitudes of employees. The factors that influence the behavior of 

bank employees towards the adaptation of green banking practices are management 

support, corporate social responsibility, potential for profit, and image 

improvement. Also, the more information employees have, the easier it will be for 

banks to adapt green practices (Jamal et al., 2020).  
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Banks play an important role in lending to individuals and businesses, influencing 

the economic development of the country. Therefore, they have an impact on the 

promotion of a sustainable environment (Nath, Nayak, & Goel, 2014). Also from 

the study done by (Shaumya & Anton Arulrajah, 2017) it was identified that green 

banking practices affect the bank's environmental performance. Daily operations 

and green practices followed by employees also affected the environmental 

performance of banks. However, it was observed that customer-related green 

practices did not have a significant impact on environmental performance. 

According to (Zhang et al., (2021) green banking activities have a positive effect on 

the environmental performance of banks. According to their study, this positive 

relationship is mediated by the financing of green products. The government should 

encourage banks to develop and offer green products. But on the other hand, the 

banks themselves have to finance projects and businesses that are concerned about 

the environment (Miah et al., 2018).  According to (Tu & Dung, 2017)the main 

factor that influences the willingness of banks to offer green banking products is the 

recognition of green practices by senior managers. If senior bank managers 

recognize the importance of green practices, they will make it an important part of 

their business and promote green banking. Also, the staff should be trained to have 

the ability to evaluate environmental projects and use new technologies to identify 

the effects of these projects on environmental protection. Also in the study done in 

Ghana (Kwakye & Nor, 2021) the same result was evidenced that the support of the 

top management of banks is a main factor that affects the decision of banks to adopt 

green banking. Due to the fact that the application of green banking requires high 

capital, it definitely needs the support of the management to be implemented 

successfully. Another study in Pakistan by (Rehman A. et al., 2021)  found that the 

Central Bank should create strategies for green banking that will be implemented 

by banks. The government, on the other hand, should make its efforts by drafting 

clauses for the application of green banking practices in corporate governance. Also, 

the study done by  analyzes the factors that influence the development of green 

practices such as the rules of the central bank, the support of management. In their 

analysis Shafique & Majeed (2020)  found that the factors that influence the 

development of green banking practices are the central bank's regulations, the 

support of high consumption, but also other factors such as Policy Guidelines, 

Attitude towards usage. Green banking initiatives not only contribute to the 

financial performance of banks, but also increase customer confidence and 

competitiveness by differentiating banks in a competitive marketplace 

(Chandrasekaran & Narayanan, 2024). When employees perceive that their 

organization contributes to social welfare, they are more likely to engage in green 

activities.Bamberg et al. (2015) demonstrated that awareness of a company's social 

impact encourages employees to take actions that reflect the company's social 

values, including environmental responsibility. 
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3 Methodology 

3.1 Survey instrument 

To return answers to research questions, a questionnaire was addressed to the 

employees of commercial banks in Albania. The questionnaire contains questions 

related to demographic data and green banking practices and their impact on the 

environmental, social, and economic performance of banks in Albania. 

3.2 Sampling and Data Collection 

The questionnaire was addressed to the bank's employees to capture their 

perceptions of the banks' efforts to adopt green practices and the impact of these 

practices on the banks' environmental, social, and economic performance. In total, 

155 questionnaires were collected. Table 1 shows the demographics of the 

employees. 73% of the employees are women and 26.5% are men. The predominant 

age group is 31-40 years, which represents half of the employees surveyed. The 20-

30 age group represents 35.5% of the selected population. The age groups 41-50 

years and over 50 years are very small with 5.2% and 9.7% respectively. The 

dominant level of education is a scientific master's degree, or 74%, the rest 24.5% 

have a bachelor's degree and a very small number, only 1.3% have a PhD. Most of 

the respondents, 74%, have more than 6 years of experience, 26.5% have 1-3 years 

of experience, 13% have 4-6 years of experience. 

 

Demographics Value Frequency 
Frequency 

percentage 

Gender 
Male 41 26.5% 

Female 114 73.5% 

Age 

  

20-30 55 35.5% 

31-40 77 49.7% 

41-50 8 5.2% 

Over 50  15 9.7% 

Educational 

Level 

Bachelor 38 24.5% 

Master 115 74.2% 

PhD 2 1.3% 

Experience 

1-3 years 41 26.5% 

4-6 years 20 12.9% 

Over 6 years 94 60.6% 

Table 1. 

Demographics 

Source: Authors elaboration 
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4 Results 

Descriptive analysis is used to determine employees' perceptions of the impact of 

green banking practices on their bank's environmental, economic, and social 

performance. The questions regarding the environmental, economic and social 

performance of the banks were developed by (Malsha et al., Mediating role of 

employee green behaviour towards sustainability performance of banks, 2020) 

Table 2 shows the results in % for 5 categories from strongly disagree to strongly 

agree. For each project included in the analysis, employees were asked 3 questions. 

Tellers perceive that Green Banking practices have a high level of impact on 

environmental performance. 86% of employees perceive that green banking 

practices improve banks' compliance with environmental standards, 80% of 

employees perceive that green banking practices significantly reduce their bank's 

energy consumption, and 85% of employees perceive that green banking practices 

significantly reduce their bank's use of paper and other materials. This shows a 

strong link between green banking practices and banks' environmental performance. 

The impact of green banking on environmental performance is also high. 82% of 

respondents perceive that green banking practices have a positive impact on the 

image of our bank, 64% of bank employees perceive that green banking practices 

lead to better relations with the community and stakeholders, and 63% of employees 

respond that green banking practices lead to increased compliance with applicable 

social laws and regulations. 
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Table 2. 

Environmental,Social and Economic Perfomance 

Source: Authors elaboration 

  
Strongly 

Disagree 
Disagree NA/D Agree 

Strongly 

Agree 

Environmental 

Performance 

Green banking practices 

improve banks compliance to 

environmental standard. 

0.00% 2.58% 11.61% 45.16% 40.65% 

Green banking practices 

significantly reduce energy 

consumption in your bank 

0.00% 1.94% 17.42 50.32% 30.32 

Green banking practices 

significantly reduce paper 

usage and other materials 

0.00% 1.94% 11.61% 34.84% 51.61% 

  
Strongly 

Disagree 
Disagree NA/D Agree 

Strongly 

Agree 

Social 

Performance 

Green banking practices have 

positive effect on the image 

of our bank 

0.00 0.65% 7.74% 43.87% 47.74% 

Green banking practices 

results in better relationship 

between community and 

stakeholders 

0.00% 0.65% 35.48% 47.10% 16.77% 

Green banking practices 

results in increase compliance 

with applicable social laws 

and regulations 

0.65% 0.65% 36.13% 42.58% 20.00% 

Economic 

performance 

 
Strongly 

Disagree 
Disagree NA/D Agree 

Strongly 

Agree 

Green banking practices 

significantly improve revenue 

and market share of our bank. 

0.00% 3.87% 26.45% 36.13% 33.55% 

Green banking practices 

significantly decrease 

operational expenditure of 

our bank 

0.00% 3.87% 22.58% 45.16% 28.39% 

Green banking practices 

significantly improve 

resource management 

efficiency in our bank 

0.00% 0.00% 9.03% 32.90% 58.06% 
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Conclusion 

Based on the literature review, numerous studies have shown that the 

implementation of green operations in the banking sector leads to significant 

improvements in the environmental,  economic and social  performance of banks. 

Regional studies and those specifically conducted in emerging markets such as 

Albania can reveal the unique nuances of the impact of green operations in a context 

where environmental awareness and sustainable practices are still evolving. The 

above analysis shows a strong correlation between green banking practices and the 

positive impact they have on the environmental, social and economic reputation of 

banks. More than 80% of employees perceive that green banking practices improve 

banks' compliance with environmental standards, that green banking practices 

significantly reduce energy consumption in their bank, and that green banking 

practices significantly reduce the use of paper and other materials. 82% of surveyed 

employees perceive that Green Banking practices have a positive impact on the 

image of  their bank, 64% of bank employees perceive that Green Banking practices 

result in better relationships with the community and stakeholders, and 63% of 

employees answer that Green Banking practices result in increased compliance with 

applicable social laws and regulations. Also, over 70% of employees perceive that 

Green Banking practices significantly improve their bank's revenue and market 

share, Green Banking practices significantly reduce their bank's operational 

expenses, Green Banking practices significantly improve their bank's resource 

management efficiency. A high level of employees' perception of the positive 

effects created by the application of green banking practices affects the increase of 

awareness of the importance and necessity of these practices by their bank and will 

make them more aware in their work and take more actions to promote these 

practices. 
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Abstract: This paper explore the possibility to use a conversational agent system architecture 

to support customer services and digital marketing. An implementation of chatbot through 

generative AI for customer service brings a significant improvement in customer 

relationships. The proposed prototype system is built in a real- word of telecommunication 

environment. To illustrate this system as well as possible ,various technologies have been 

analyzed and implemented, such as : artificial intelligence, natural language processing, 

knowledge bases.  For the proposed system, an assessment of the improvement it brings has 

been made , the results were satisfactory , which shows the efficiency of this system in the 

environment where it was implemented. This paper also explore and address some emerging 

issues during the system implementation. 

Keywords: Generative AI, prototype disgne, costumer service 

1 Introduction 

Artificial intelligence is for sure one of the fields that has the highest interest from 

researcher. Generative AI is a type of artificial intelligence technology that is 

capable to generate new content that imitates human like creativity and decision 

making. It operates by realizing patterns from large datasets and then using that 

knowledge to produce new and original content. Generative AI has applications in 

various fields, but in this paper  we will show how generative AI components can 

be used to improve the functions of conversational agents in customer service. In 

customer service  as has been shown in previous literature  AI can automate 

responses, personalize interactions, analyze data, and improve the overall customer 

experience. Through the use of chatbots, natural language analysis and 

personalization of the customer experience, companies can offer faster, more 

efficient and tailored service. Chatbots have become popular over the past years in 

social networking sites, such that a useful and helpful chatbot is positively 

associated with consumer attitudes toward the brand [1] and reduces the perceived 

intrusiveness of subsequent chatbot advertising [2] . Chatbots and virtual assistants 
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are AI-based systems that can communicate with customers via chat or voice, 

simulating a human conversation. These systems can be integrated into various 

channels, such as websites, apps, social media, instant messaging or telephone, and 

can provide 24/7 support with no wait times. Thanks to machine learning, chatbots 

can constantly improve their abilities to understand and respond to user requests can 

be used in different ways to improve customer service, depending on the needs and 

objectives of each company. One of the characteristics of AI, in fact, is the extreme 

flexibility of the solutions, which can have practically an infinite number of 

declinations to be adapted to the specific case and respond to the specific needs of 

the user.Research Objective This study's research goal is to undertake a detailed 

narrative analysis of the role of generative  Artificial Intelligence (AI)  in 

transformation of  customer service management. The study's goal is to investigate 

and explore the effects of AI chatbot components on customer service operations 

and customer experiences. The methodology  used is an valuation of relevant 

literature, academic papers, and case studies relating to the use of AI in customer 

service management. The study will also evaluate a framework design for chatbot  

prototype with a generative AI component. 

2 Literature review 

By implementing AI-based customer service approach, companies can offer users 

direct benefits in various ways. By using AI component costumer service is 

informed and designed using algorithms that constantly learn from historical 

datasets and real-time data from different source. This is very important to 

personalize the service involvement to fit the customer’s needs. This results in a 

more relevant and effective service that addresses the customer’s wants and needs 

[3].  From the user’s evaluation, AI-based services are often very cost-effective as 

they can be provided at a fraction of the cost of high-touch human-delivered services 

and, in some cases, are offered entirely for free [4]. In addition , AI-powered 

customer service is significantly less expensive than conventional human-delivered 

service and can be easily transformed with minimal additional cost. This includes 

even virtual service robots, such as chatbots. While the digital service revolution 

offers many exciting possibilities, it also brings potential downsides and risks for 

service users [5][6]. 

When using AI technologies the companies will have to negotiate with  data and 

privacy concerns. Ethical dilemmas are posed by digital technology advancements 

such as AI, intelligent automation, and machine learning.[5] 

In many studies, different architectures and frameworks have been presented for 

building a task-oriented chatbot, including tourism [7], e-commerce [8], and 

telecommunication [9]. Also a prototype for a knowledge based conversational 

agent to support e-commerce customers sale and marketing [10]. The proposed 
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prototypes according to the evaluation results, report that chatbot perform very well 

and significantly improve the user experience. 

3 Prototype design for a generative AI agent to 

improve customer service. 

In this study we evaluate and propose a framework, to integrate generative AI with 

a  conversational agent. This will help companies to move from a reactive to a 

proactive approach to customer service management. By analyzing the collected 

data, AI can predict problems before they occur and propose solutions, reducing the 

number of complaints and improving customer satisfaction. The proposed prototype 

flowchart has different processes ( figure 1):  

 

 
Figure 1 

Prototype flowchart 

The system design (figure 2) describes an integrated process that combines Natural 

Language Processing (NLP) and various AI models to handle customer service 

inquiries effectively.  

 
Figure 2 

Prototype architecture 
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Customers as the initiators of service process  submit their queries through various 

channels such as email, chat, or web forms. Generative AI Tools utilize AI 

technologies to preprocess the customer queries. This may include tasks like 

language translation, sentiment analysis, and initial categorization. In this path it is 

possible to involve tools like chatbot frameworks, machine learning models, and 

automated response generators. The adapter transforms and formats the data 

coming from the generative AI tools to ensure compatibility with the next 

processing steps. Acts as a middleware, ensuring seamless data flow within the 

system.  

Customer Query Analysis is one of the main component. Queries can be 

understood combing different NLP and machine learning techniques. The queries 

from customers are first processed using generative AI tools, which may involve 

initial filtering, language translation, or format standardization. NLP Engine: 

Breaks down the natural language input to understand the context and intent behind 

the queries. It involves parsing, tokenization, and semantic analysis. AI Models: 

Includes specific models trained for various purposes such as classification, intent 

recognition, and contextual understanding. These models analyze the parsed data to 

derive actionable insights.  

Knowledge Recovery: Searches internal and external databases for relevant 

information, it can include knowledge bases, documentation, and past resolved 

queries. The information will be transmitted to the reply generator if the knowledge 

recovery has all the required information. The knowledge recovery will forward the 

customer's request to the appropriate human customer service if the necessary 

information cannot be found. The reply producer will get the answer it needs from 

the customer support agent when they have finished answering the question. In 

order to build a response and send it back to the user via the adapter, the reply 

producer combine the templates for responding to queries with different purposes 

and the information that has been obtained.  

Generative Q&A Component: Uses AI to formulate answers based on the 

retrieved information and is capable of constructing responses that are coherent and 

contextually appropriate, potentially leveraging generative models like GPT. 

4 Evaluating the integration of AI generative 

component in costumer management process: 

Challenges and Benefits. 

4.1 Challenges to considerate 

Before introducing AI in costumer we have to considerate some aspect of every 

commercial activity: 
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Choose the right AI solutions - Before making choices,must be evaluated  

company's specific needs and select the most suitable AI solutions. Not all solutions 

are the same, so it's important to choose the ones that best align with customer 

service aims. 

Improve the staff AI expertise - In spite of the automation offered by AI, human 

staff remains essential to customer service. It is important to provide adequate 

training to agents to work in cooperation with AI systems and effectively manage 

complex situations. 

Integrate AI with existing systems - The implementation of AI in customer service 

must be integrated with existing systems and processes, such as CRM, to ensure a 

complete and effective experience. In fact, AI does not operate in isolation. 

Integration with CRM, data management systems and analytics platforms makes AI 

even more powerful. For example, CRM integration can provide chatbots with 

immediate access to customer information, allowing for more accurate and 

personalized responses. 

Monitoring system results -Finally, it is important to continually monitor the 

performance of AI systems and analyze data to identify areas for improvement and 

ensure that the objectives we set ourselves are achieved. 

4.2 Benefits 

Improvement of costumer experience - Improve the possibility to personalize the 

experience of the customer, who loves to be recognized in his needs and to be treated 

as unique and not as one among many, one of the major advantages of AI in 

customer service is the ability to quickly carry out this customization based on 

customer preferences and behavior, to then be applied to the individual case. 

Continuous system progress – As the system adopts the NLP technology ang 

machine learning technique to retrieve updated and the most relevant information 

on the Internet, the system can be adjusted continuously with new data. 

Efficiency gains in human operation - Most of the costumer queries are managed 

automatically by a machine,  human experts are invoked only to handle more 

complex queries that the machine cannot resolve. 

 

Conclusion  

The application of generative AI in customer service offers a revolutionary way to 

improve customer interactions, especially when it comes to the complicated 

processes involved in consumer question analysis. In order to respond to customer 

enquiries in a quick and correct manner, it is necessary that Natural Language 

Processing (NLP) and AI models be integrated. This enables for a comprehensive 

and tailoring of consumer questions. Furthermore, proactive customer care is made 

possible by the use of generative AI, since any problems may be identified early on 

and resolved before they become more serious.it is To successfully integrate 

generative AI in customer service important to deal with the difficulties posed by 
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such a system, such as choosing the best AI solutions, enhancing employee AI 

knowledge, etc. 
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