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Abstract— Parallel and distributed simulation method 

(PADS) has been showing growing importance in the discrete 

event simulation (DES) analysis of large-scale, complex 

network systems. To realize a good performance with the 

PADS method, it is necessary to predict the behavior of the 

simulation model in the parallel and distributed execution 

environment. This paper describes a Rough Set Theory based 

method of simulation performance prediction efficiency 

improvement using Systems Performance Criteria (efficacy, 

efficiency and effectiveness). The new improved performance 

prediction method – Algorithm of Improved Simulation 

Performance Prediction (AISPP) – is presented as addition to 

the traditional Coupling Factor Method (CFM) prediction 

approach. 
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I. INTRODUCTION AND MOTIVATION

Over the last few years, together with the increase of 
the need for the discrete event simulation (DES) analysis 
of large-scale, complex systems and networks requiring 
high computing capacity, a lot of efforts have been made 
in research of parallel and distributed discrete event 
simulation modelling and execution methods [1-4], since 
the parallel and distributed execution simulation turned out 
to be an appropriate approach to improve simulation 
runtime performance [5, 6]. 

The parallel and distributed simulation can be defined 
in different ways. According to a simpler but broader view, 
parallel and distributed simulation is any simulation in 
which more than one processor is used [[3]. According to 
another accepted definition, the Parallel Discrete Event 
Simulation (PDES) [6] and the Parallel and Distributed 
Simulation (PADS) [3] are differentiated on the feature, 
whether the single simulation model is executed on a set 
of tightly coupled processors (e.g. a shared memory 
multiprocessor) or on a set of distributed loosely coupled 
processors (e.g. PCs interconnected by LAN or WAN). 
According to a simple view, parallel and distributed 
simulation (PADS) is any simulation in which more than 
one processor is used [3]. In the present paper, PADS is 
defined as the execution of a single discrete event 
simulation model on high performance computing 
platforms (like clusters of homogeneous and 
heterogeneous computers), and on emerging platform 
environment (WEB, grid and cloud). 

Despite of its beneficial effect on the simulation 
runtime performance, the PADS method is not in the 

everyday use in the simulation community, because 
development of simulation models having high runtime 
performance features in a parallel and distributed 
execution environment remained a hard task even today 
[7]. Simulation performance prediction methods and tools 
can help to realize higher performance with the PADS 
model development by providing preliminary knowledge 
about the likely behavior of the model [7-11]. The PADS 
performance prediction methods should support the 
performance analysis throughout the development and 
evaluation process [7]. 

Summary of the overview above can be as follows: 
uncertainty of data necessary for the simulation 
performance modelling and prediction is present in every 
phase of the simulation process, and both the uncertainty 
and cost of obtaining data is increasing with the distance 
(measured in simulation cycle-steps) of prediction from 
the simulation execution.  

The motivation of the authors to make the research 
presented in the paper was the lack of methods which can 
manage together the accuracy of performance predictions 
– the basic requirement for performance prediction – and
the cost of data observations necessary for parallel and/or
distributed simulation performance prediction.

For the new method presented in the paper the Rough 

Set Theory (RST) method and the systems approach of 
performance – Systems Performance Criteria (SPC) 

efficacy, efficiency and effectiveness) have been selected to 
handle together the accuracy and the cost of predictions in 
a train-and-test analysis. 

In the present paper, the authors made the following 
major contributions:  

The RST model of simulation performance prediction 
has been defined allowing train-and-test analysis of 
performance predictions 

A set of operations and measures are given for the use 
of efficacy (E1), efficiency (E2) and effectiveness (E3) to 
measure for a single and for a series of predictions in order 
to embed SPC into RST train-and-test process. 

The algorithm of the new Algorithm of Improved 

Simulation Performance Prediction (AISPP) has been 
described. Including the Coupling Factor Method (CFM) 
of the parallel and/or distributed simulation performance 
prediction in the AISPP process a feedback is provided to 
support the model identification and refinement stage. 

The rest of the paper is organized as follows. The RST, 
SPC and CFM approaches are introduced in Section 2. In 
Section 3, the new prediction improvement method is 
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formulated: first definitions of E1, E2 and E3 are given for 

calculations and attribute and rule dropping then the new 

AISPP process is described. Section 4 concludes the work. 

II. INGREDIENTS OF THE PREDICTION EFFICIENCY

IMPROVEMENT APPROACH 

 Rough Sets 

The RST (Rough Set Theory) is a mathematical 

framework particularly suitable for modelling and analysis 

of information systems with imprecise relations, with 

uncertain, vague data [25-29]. 

A rough set information system with embedded 

knowledge consists of two sets: the set of objects called the 

universe and the set of attributes. 

More formally, � � ��, �, �, �		 denotes an information

system of RST, where set � is the universe, � is the set of

attributes. Sets � and � are finite nonempty sets where

(� � 
��, ��, ��, … �|�| and � � 
��, ��, ��, … �|�|). The

attributes define a transformation function �	: �	 → �	  for �
where the set	� is the set of values of � (�		 � ��� ∪ ��� ∪��� ∪ …∪ ��|�|). The set ���– named also the domain of �	
– contains the collection of values of �	  and ��� ������ , ���� , ���� , … , �
���
��� where ����� is the size of the

domain of �	.
Discretization is the operation of mapping the primary 

values and ranges of all attributes to selected (possibly 

optimized) sets of discrete values: ��	′: 		�	 � → � . The set�	 � stands for the values of �		before discretization.

The �-indiscernibility relation �����	 for a set of

attributes � ⊆ �is defined in the following way:�����	 � 
��	 , �	 ∈ ���∀�� ∈ �	�	���		 � ���		
If ��	 , �	 ∈ �����	,	then the objects �	 and � are

indiscernible from each other in � and the equivalence

classes ��������� of �����	 are formed by the objects

indiscernible in �.

Rough sets are defined by their lower approximation and 

upper approximation sets. The set �∗��	 and the set�∗��	 is the �-lower and �-upper approximation of the set� and defined as follows:�∗��	 � 
�|��������� ⊆ �	

�∈��∗��	 � 
�|��������� ∩ � # ∅	

�∈�
The set ���	 ��	 defined by the equation ���	 ��	 ��∗��	 ∖ �∗��	 is the �-boundary region of �. If � is a

crisp set then, � � �∗��	 thus ���	 ��	 � ∅ which means

the boundary region is empty. 

A reduct &� is the minimal subset of attributes � that

allows the same classification of objects of � as the set of

attributes �. This feature of a reduct may be described by

indiscernibility function as follows: ���∀���∈���&�	 � ���∀���∈����	, �		 ⊆ � .
In general, the information system may take the form 

of �	 � ��, � � ' ∪ �, �, �		 which is a decision

information system (DIS). The set ' � 
(�	, (�	, (�	, … , (|�|

denotes the set of condition attributes and � is the set of

decision attributes � � 
)�	, )�	, )�	, … , )|�|. The

information function �	: �	 → �	  may be expressed by

information functions ��: '	 → �� and ��: � → ��, where�		 � �� ∪ �� (��	 � ��� ∪ ��� ∪ ��� ∪,… ,∪ ��|	| and ��	 ���� ∪ ��� ∪ ��� ∪,… ,∪ ��|
|) and

��	 � ⋃ ���|�	|
	�� where ���=����� , ���� , ���� 	, … , �
���
���

and ��	 � ⋃ ���|�	|
	�� .���=����� , ���� , ���� 	, … , �
���
���.

In a decision table �		 � ��, � � ' ∪ +),, �, �		 based

on a DIS, ) denotes the distinguished decision attribute.

Furthermore, a decision information system having the 

form of � � ��, ' ∪ �, ��	, �	 , � ′, � 			 denotes a DIS with

discretization information function ��	: 		�	 ′ → �	 		(which is

identical to information functions ��	: ��′ 	 		 	→
	
��	 and��	
 : ��′ 			 	→

	
��	).

The classification may also be described by a set 

decision rules -. � 
/�, /�, /�, … , /|�|0 in the form of

implication �	/		 � �1	 	⇒ 3		, /	 ∈ .	, where 1	 and 3	 are

logical expressions of the condition and decision attributes 

respectively. The formulas 1	 and 3	 may also be quoted

as LHS (Left Hand Side) and RHS (Right Hand Side) part 

of the rule. A decision rule /	 may be evaluated using its

coverage and accuracy ratios according to formulas '4�56�75��/		 � 	 |8�9(:��/		||�|�((;6�(<��/		 � 	 |.;==��/		||8�9(:��/		|
where 8�9(:��/		 is the number of objects in � the

attribute values of which satisfy 1	 (matching with the

LHS part of /	), and .;==��/		 denotes the number of

objects in decision table the attribute values of which 

satisfy both 1	 and 3	 (matching both with the LHS and

RHS parts of /	).
Systems Performance Criteria 

The three Systems Performance Criteria (SPC) are the 

efficacy (E1), efficiency (E2) and effectiveness (E3) 

[11,30,31]. The SPC are in a hierarchy-like relationship 

with each other. On the longer term, the performance of a 

system is checked by the effectiveness criterion, the 

efficacy criterion shows whether the performance is 

suitable at all, and the efficiency criterion characterizes the 

relation of the required output and the resources used to 

produce the output. 

The Coupling Factor Method 

Based on some theoretical considerations about the 

connectedness of PADS model segments, paper [14] 

describes a practical simulation performance prediction 

approach the Coupling Factor Method (CFM). The 

method – using results that have been got in sequential 

simulation runs – predicts the parallelization potential of 

simulation models (for models with conservative null 

message-based algorithm) and formulates requirement on 

how this potential can be exploited. 
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Computing reducts using a selected 

generation method (� )  

Generating the set of rules ���������  
 for testing 

�����  (� ) 

Predicting classification of �����   

according to ���������   

� = (�,� = � ∪ �� � , � ,	 ),� ∈ 
 

Decision Information System

� :����� × ���� ����� →  ��	  ,���	�
�	�� 
  

� = ��������� ∪ �����  

� = (�,� = � ∪ 
 , � ,	 ) 

Decision table (single decision attribute )

Splitting the universe 

Figure 1.  Traditional RST (TRSTA) algorithm for train-and-test 

analysis and learning  

The principle of CFM may be summarized in an 

inequity: > ∗ @� ≫ B ∗ C
where > is the lookahead value characterizing the model

(simsec), @ is the event density generated by the model

(ev/simsec), B is the latency of messages between logical

process (LPs) of the model (sec), and 	C is the event

processing computation hardware performance (ev/sec). In 

this practical approach, parameters > and @ characterise

the model itself, parameters B and C describe the execution

environment. According to the method, the coupling factor D is calculated according to the formula D � > ∗ @ B ∗ C⁄ .

The high value of the coupling factor D shows the good

potential for simulation model parallelization. The method 

involves only four parameters for the performance 

prediction calculations. These parameters can be measured 

in simple sequential simulation runs. For a separate 

process, the D�	  parallelization potential of a process is only

a part of the whole potential:  D�	 � �
���
� �

���
∗ �∗� ∗!

where ��! the number of the LPs [15].

The method has been validated by a series of simulation 

experiments for homogeneous and heterogeneous clusters 

of computers [15-17].  

Examples for the telecommunications networks and cloud 

computing systems are introduced in [16,32]. 

III. THE NEW PREDICTION EFFICIENCY IMPROVEMENT

METHOD 

The new method is built around the Traditional RST 

Analysis Algorithm (TRSTA) and the E1, E2 and E3 

Systems Performance Criteria. (Steps of TRSTA train-

and-test analysis process are shown in Figure 1.) 

For the simulation performance prediction efficiency 

improvement, SPC can be identified as follows: to achieve 

the necessary prediction quality (E1 criterion), to realize it 

with an acceptable cost (E2 criterion) and to produce it in 

a stable manner on long run (E3 criterion). 

 Prediction performance calculations and dropping 

criteria 

In case of a simulation performance analysis objects of 

the universe are computer simulation experiments. In a 

decision table �		 � ��, � � ' ∪ +),, �, �		 attributes �
describes the explanatory (independent) and dependent 

variables, decision rules .	 � F/�, /�, … , /|�|	G , /	 � 1		⇒ 3	 describes the classification of the object of the

experiments. 

In the following, functions are defined allowing to 

calculate the E1, E2 and E3 criteria and supporting the 

increase of performance by dropping attributes and rules. 

DEFINITION 1. CLASSIFICATION PREDICTION FUNCTION �������,����������: �#$%# H .#&�	'	'( →	 +�� 	, ;I)5�JI5),��)�*����	,+�%��� � )��,	-&$�	�#$� �

KLM
LN〈)�/.	〉		 Q�8�9(:������/.	 � 1, �/. ∈ .#&�	'	'(	,

〈)�/.	〉 � �� ∈ ��;I)5�JI5)	|49:56�J/5
DEFINITION 2. MATCHING PREDICTION OPERATOR ∀,��|�����|��,	��, ∈ �#$%#	�S〈(,,�〉, 〈(,,�〉 …〈(,,|�|〉T
∀���
�����������/�#�0	�%��	UVVVVVVVVVVVVVVVVW S)��,	-&$�	�#$�T			

DEFINITION 3. PREDICTION CORRECTNESS 

Prediction correctness =��,	 is∀		��,	��, ∈ �#$%#		 X=��,	 �
	Y1, J�〈)	��,	〉-&$�	�#$� �	 〈)	��,	〉12%$&3$�0, 49:56�J/5 [
where 〈)-��	�0〉-&$�	�#$�,�%��/ ∈ .#&�	'	'(		 � �� , �� ∈ ��
DEFINITION 4. EFFICACY CRITERION OF PREDICTION 

@1 � ∑ -����
�������
���
|�����|

\ @1,	5	# ] 0.5 (The efficacy of

prediction is required to be better than random guess.) 
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� = (�, � ∪ �, �� 
′ , � ,�

′, �  

 

)

� ���� ��⊆�	 
:���
����
��  ��� 	 →  ������
��  ����  ��  �
����
�� 	 = �	 


  

����� :� ×�(�����	
  ����  ��  ��	������ ) → �(�����	
  ���� )  

��������� = ��1 , �2, … , �|�|
 
� , �	 = �	

 ⇒ �	
�1
1 

=  ��������� ∖ �� �
, ��

	1(�1
1) ≥ 	1����

��������� = ��1 , �2, … , �|�|
 
� , �	 = �	

 ⇒ �	
�1
2=��������� ∖ �� �

, �� 	(
���
 

> 
��ℎ

)⋀ (
�
>


�
)

�1(�1
2) ≥ �1�����

� = ��������� (�) ∪ ����� (�) (� = 1,2, … ,�) series of m

predictions 

��������� = ��1 , �2, … , �|
| � , �� = ��

 ⇒ 
�
�1�3=��������� ∖ �  

, � �(��   
> 0), (� 

> 0 )

∀�=1
� ���������� (�),����� (�)�(�1(�1�3) ≥ �1�����    

)

Figure 2.  The Algorithm of Improved Simulation Performance Prediction (AISPP) 
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DEFINITION 5. THE COST ALLOCATION FUNCTION 

The ��1%# allocates the runtime costs of simulation in the

information system ��1%#: � H 8�&6'#	5$	�1%#	17	%	56,�#	1'	� → �̀&6'#	5$	�1%#�

DEFINITION 6. COST OF ATTRIBUTES, EXPERIMENTS AND 

RULES 

Cost of an attribute �	 is defined as �̀� �∑ �̀���,	|�|
,�� �/5(�, ��	 ∈ �	, (cost of an attribute may also

take the value of �̀� 	 � 0		�/5(�	.
In a decision table, the cost of an experiment �,  is determined

as  

�̀� � ∑ �̀��(		��|�|
	�� b �̀��)	�� 	�/5(�, ��, ∈ �	.

Cost of a rule /	 is calculated as

%̀� � ∑ �̀�∀����|/�#�0�%���� 		�/5(�, �/	 ∈ .#&�	'	'(	.
DEFINITION 6. EFFICACIOUS DROPPING OF ATTRIBUTES AND 

RULES .#&�	'	'( � F/�, /�, … , /|�|	G , /. � 1. 	⇒ 3..1��	 �	.#&�	'	'( ∖ (+� , /	@1�.1��	 \ @1,	5	#

DEFINITION 7. EFFICIENCIENT DROPPING OF ATTRIBUTES AND 

RULES .#&�	'	'( � F/�, /�, … , /|�|	G , /. � 1. 	⇒ 3..1��=.#&�	'	'( ∖ (+� , /	 c� �̀�� 	
] �̀��

	⋀	� %̀� ] %̀�	@1�.1��	 \ @1,	5	#

DEFINITION 8. EFFECTIVE DROPPING OF ATTRIBUTES AND 

RULES � � �#&�	'	'(�	� ∪ �#$%#�	� (J � 1,2, … ,f) series of m

predictions.#&�	'	'( � F/�, /�, … , /|�|	G , /. � 1. 	⇒ 3..1��=.#&�	'	'( ∖ (+	 , /	 g� �̀�	 	
] 0	,	 � %̀	 ] 0		∀	��5 -�#&�	'	'(�	�, �#$%#�	�0�@1�.1��	 \ @1,	5	# 		 		

The AISPP process 

Figure 2 shows the process diagram of the new RST-

based method – the Algorithm of Improved Simulation 

Performance Prediction (AISPP).  

The tactic of the RST-based prediction improvement 

method can be formulated as follows: (1) all the data – got 

from sequential simulation and PADS (with different 

parameters – processor number, λ, etc.) – have to be analyzed 

which supposed to have influence on CFM prediction results. 

(2) CFM data, attributes and objects of an RST decision

information system, are processed in a train-and-test

examination process. (3) Using the defined SPC based

evaluation of prediction performance criteria in the TRST

train-and-test analysis, a feedback is realized to data

collection and measurement and modelling steps of

simulation performance prediction (to model identification 

and refinement stage too). 

AISPP process has the following features: 

• the operations are applied with a traditional RST

analysis method (TRST) and a traditional simulation

performance prediction method (CFM)

• for the predictions, both the sequential and parallel

and/or distributed simulation runs (if any) are used

in the RST model

• the method functions in interactive manner using a

TRST

• the operations that have been defined are for the

analysis of the efficacy (E1), efficiency (E2) and

effectiveness (E3) in the TRST process

• the method supports making feedback for model

feature identification and refinement support of the

simulation performance prediction models (or to the

simulation model)

(The method can be implemented by using the OMNet++ 

DES software [12] and the ROSETTA Rough Set Software 

System [13].) 

IV. CONCLUSIONS

For the improvement of the simulation performance 

prediction of a parallel and/or distributed simulation model 

execution, a new methodology, based on RST approach in 

order to work with unreliable, imprecise preliminary data, has 

been introduced. 

For the new methodology, the set of necessary operations 

has been created: 

• Operations, based on Systems Performance Criteria

(SPC) of efficacy (E1), efficiency (E2) and effectiveness

(E3) of predictions

• Operations for efficacious and efficient predictions

attribute and rule dropping in predictions (for efficiency

evaluation, the cost of attributes and cost of rules have

been defined) and the effective attribute and rule

droppings for a series of predictions too.

The algorithm of the new methodology has also been

presented (Algorithm of Improved Simulation performance 

Prediction (AISPP)) with its connections to a traditional RST 

method (TRSTT) including approximation space 

optimization in pre-processing phase and embedding SPC in 

the post-processing. The new methodology provides 

feedback to the simulation performance model (and to the 

simulation model too) to support model features 

identification and refinement. 
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