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Abstract 

Nowadays, almost every company use various IT technics to 

improve their decision making systems. The most common is to 

use analytic technics like OLAP. After the analytic process, we 

have to represent the data, that’s where BI comes in place. 

While OLAP is a single high performance analytic tool, BI is a 

description of all the processes, tools and methodologies about 

how to access the information. It contains reporting, OLAP, 

dashboards, score carding, DWH and other products to extract 

the information. Currently, BI is called the most modern way 

to maintain the success of a company. But is this enough? 

 

 

I. INTRODUCTION 

Today, it’s the era of Big Data. Since the 1980s, the world’s 

technological per-capita capacity to store information has 

roughly doubled every 40 months. At 2012, 2.5 Exabyte of 

data was created each day. That is a huge amount of 

information. We have to work with more and more data each 

day, therefore we need to change the technology in order to 

keep up with the expanding needs. An easy way is to change 

the hardware, not the amount but the technology in order to 

improve the performance. This was where the In memory 

databases came in mind [1]. 

 

 

II. IN MEMORY DATABASES 

In memory databases (IMDBs) are generally designed to be 

fast but until now, DRAMs were so expensive that it was 

unaffordable to move the whole database into memory for 

almost any company. Today, terabytes of data can be stored 

in memory in a cost of some thousand dollars. With the data 

in memory, access times has been highly reduced and 

performance has been greatly improved. Besides the 

advantages there are some complexities with this 

architecture. Recoverability is critical in all databases. If the 

machine goes down, you must not to lose any of the data. 

Therefore you have to write the data to the disk as well as 

placing it in memory. It is cost effective but doing I/O 

operations on disk is slow and you can hardly write fast 

enough to keep up with the data that is being putted into 

memory. The other problem with this technique is that you 

risk the data consistency. Since the I/O operations on disk is 

slow, after some time these operations will fall behind and 

you may lose some data when the in memory database shuts 

down. Mirroring could be a solution. Duplicating it on two 

different machines keeps the database consistent. The safety 

level is also higher but if the two machines go down at the 

same time, you lose all the data. Using the combination of 

these two is complex and costly. There are other ways to 

handle the problem like Cloud Computing but each one of 

them only offers partial solution [2]. 

 

 

III. ORACLE IN-MEMORY DATABASE 

Oracle’s In-Memory Database is part of the latest released 

database, Oracle Database 12C. It is not a database itself, 

more like an extension. Oracle In-Memory Database allows 

you to store the data in disk and in memory at the same time 

without becoming inconsistent. When an insert commits, the 

row will be inserted traditionally to the disk. Meanwhile, if 

the parameter has been set on the appropriate table where the 

data is being inserted, another thread will pump the data into 

the memory. This thread only wakes up every 2 minutes in 

order to keep the data consistent [3]. 

 

While the data on the disk is stored in traditionally row 

format, In-memory it is stored in column format in order to 

compress it. The compression level depends on the data 

compress algorithm we set. Oracle offer 3 major choices. 

The basic compress is no compress where the data costs as 

much space as on the disk. Another one is for query 

performance which can be separated into 2 parts: for query 
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low and for query high. The “for query low” option makes 

some compression while preferring optimizing for queries. 

“For query high” do less compression in order to maximize 

the queries performance. Depending on the data itself, these 

two options can make a 2-10 time compression ratio. 

The third one is for capacity reduction. As before, you can 

choose among two sub categories: for capacity low and for 

capacity high. The “for capacity low” makes much 

compression but still cares with the queries performance. 

“For capacity high” does the most compression of all, almost 

totally neglecting performance. The ratio is really high here, 

depending on the data, it could even reach 100-1000 times 

compression ratio. Since the ratio is so high, in order to use 

queries on the appropriate object, first the database has to 

decompress it. Another mentionable thing about 

compression is that you can not only apply it on tables but 

also on subset of tables. This allows you to use for capacity 

high on rarely needed columns and for query high on often 

used columns. 

Oracle built in an adviser called compression adviser. This 

feature estimates the compression ratio of the given object 

by virtually compressing it. 

 

Column format also allows the CPU to use vector 

processing. This format is specifically designed to maximize 

the column entries number that can be evaluated in a single 

CPU instruction. This enables to scan billions of rows per 

second per core instead of the capacity of the buffer cache, 

which can scan only millions of rows per second per core 

[3]. 

 

You can set yourself which object you would like to put into 

memory. It is possible to set this option on tablespaces, 

tables, columns and even parts of the columns, example on 

partitions too. Therefore it is highly customizable for the 

queries. Setting the in memory size allows you to decide 

what amount of data would you like to store in memory. In 

case the memory is full, population to the memory stops and 

when some space frees up in memory, it will be pumped in. 

 

Oracle offers to use priority levels on in memory objects. The 

possible 5 levels are none, low, medium, high and critical. 

The critical data is on the highest level and the priority 

decreases as we go backwards. The goal is to always keep 

the critical data in memory, so when we “startup” the 

instance, these data will be populated first followed by high 

priorities and so on until we populate all or as many data as 

we can. It is important that this option cannot be used on 

subset of tables [4]. 

Recoverability did not change. Since you have all the data 

on disk, after shutting down and starting up, everything will 

recover on your disk and the appropriate ones will be 

populated back into the memory. 

Besides reporting and ad-hoc queries, there is also an 

improvement in the Online Transaction Processes, called 

OLTPs. To increase the performance, the designer had to 

avoid the excessive use of indexes. The cost of maintaining 

indexes are high, but since we can highly customise how and 

what we want to store in memory, it is possible to drop the 

analytic indexes on the tables that is stored on the disk. Of 

course, it is necessary to keep the primary and foreign keys. 

 

 

IV. BUSINESS INTELLIGENCE NOWADAYS 

In order to effectively grant fast access to data, we use 

various technics and technologies under the name of 

Business Intelligence. Using OLTP technics to pump the 

generated data to the database is fast and effective. This data 

is inserted on the disk in row format therefore it can be 

extracted slowly because the slow I/O operations of the disk. 

On the other hand, it is not well structured for applying 

analytic queries. The best way is to use an Extract Transform 

Load (ETL) process. During this phase, the data is being 

extracted from the original database, being transformed to 

the required format – which can be a column store format too 

by pivoting – and then being loaded into another database 

which is technically a data warehouse (DWH). A typical 

ETL based DWH uses multiple layers: staging, data 

integration and access layers usually called data marts. The 

staging layer stores all the data extracted from the disparate 

data source systems. The data integration layer transforms 

the data from the staging layers into data sets. These data sets 

are usually divided by operational systems like sales, 

financial and marketing. Finally this integrated data is 

arranged into hierarchical groups often called dimensions 

and into facts and aggregated facts in a typical form of star 

form. This is the layer from which we extract the data with 

various reporting tools [5]. 

 

Since each layer could be a database itself, building a BI 

system could cost much money by buying database licenses, 

support, various tools, hiring ETL specialists and database 

administrators. Besides money, it also costs much time. 

Developing a well optimized and structured BI system for 

reporting could take up to two years or even more. Another 

disadvantage is if the data warehouse shuts down, no data 

can be accessed which may cause huge delays in important 

decisions. Looking at performance, by transforming the data 

into the required format roughly decreases the generating 

time of reports, dashboards, etc. There is a real possibility of 

having to wait for minutes until it finally generates. This is 

caused by the slow I/O operations of the disk [6]. 
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V. ORACLE IN-MEMORY DATABASE AS A REAL-TIME 

ANALYTIC TOOL 

The importance of a BI system and the need of various 

reports, dashboards and other analytics is unquestionable. In 

order to keep up with the market trend changes, it is a must 

to improve the decision making systems by using the new IT 

technologies. Using Oracle In-Memory feature on the data 

warehouse could roughly improve the performance or in 

some cases it can even eliminate the need for a data 

warehouse which was required to achieve fast analytic 

execution. Yet the real power is reflected upon using it on 

the live transactional data while also accelerating OLTP [7]. 

The ETL process which loads the data warehouse runs at 

nights when the OLTP system is less busy in order not to 

affect the transactional system’s performance. Therefore, the 

analytic queries does not represent the current state. With 

this feature activated, real-time ad-hoc analytics is possible, 

enabling leaders to get on-the-fly answers. Real-time 

analytics is the answer when the timeliness of the insights is 

important or when you need a very large influx of live data. 

Applying this technology on an organisation, it could detect 

the errors instantly, after changing business strategy changes 

can be noticed immediately, fraud can be detected, keeping 

up with customer trends becomes possible, can improve 

service and gives better sales insights which could lead to 

additional revenue [8]. 

 

In my research, I would like to measure the performance 

difference between a single Oracle Database and an Oracle 

In-Memory Database in two fields: BI and real-time 

analytics. On the BI field, I will use two different queries on 

a DWH, both with in memory disabled and with in-memory 

enabled. In real-time analytics, I will use two queries again 

to measure the performance difference on the unstructured 

data and the number of columns selected, as it is suggested 

in [9]. The compression algorithm was set to for query low 

during all tests. 

 

 

VI. RESEARCH, TESTING 

The first test runs on a traditional BI system which is based 

on a data warehouse. In order to show the difference, I used 

two types of analytic queries. The first query selects three 

columns, one from the fact table and two from the joined two 

dimension tables. The fact table has 13 columns, the 

dimension tables have 3-6 columns. The selected columns 

are: department name, sales price and country name. From 

these, sales price will be aggregated. 

A. First query: 

select sum(a.price), b.department_name, c.country_name 

from sales a, dep b, country c where 

a.department_id=b.department_id and 

a.country_id=c.country_id group by b.department_name, 

c.country_name order by c.country_name ASC;  

On the first test, dep table contains 27 rows, country table 

contains 4 rows and the sales table contains about 15 million 

rows.  

 

Results: 

 
 

Figure 1. Using the first query: sales table has about 15 million rows 

 

Executing the query a getting the results from the traditional 

database took 38.56 seconds. After enabling in-memory 

feature and populating the data into memory, the runtime of 

the same query was only 15.32 seconds. The runtime when 

in-memory enables is two times less when disabled. 

 

Doubling the number of rows, the result looks like this: 

 
 

Figure 2. Using the first query: sales table has nearly 35 million rows 

 

In this case the sales table contains nearly 35 million rows. 

As we see, it took more time to get the results than before. 

The number of rows increased the runtime, but did not 

double it. On the next performance test, I will increase the 

number of joins from two to five and the number of column 

from 3 to 6. 
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The second query selects six columns, one from the fact table 

and five from the joined five dimensional tables. The 

columns are: department name, country name, material type, 

payment type, sales price and region name. As before, sales 

price will be aggregated. 

 

B. Second query: 

select sum(a.price), b.department_name, c.country_name, 

d.material_type, e.payment_type, f.region_name from sales 

a, dep b, country c, mat d, paym e, region f where 

a.department_id=b.department_id and 

a.country_id=c.country_id and a.material_id=d.material_id 

and a.paym_id=e.paym_id and a.region_id=f.region_id 

group by b.department_name, c.country_name, 

d.material_type, e.payment_type, f.region_name order by 

c.country_name ASC; 

 

In this test, dep table has 27 rows, country table has 4 rows, 

mat table has 14 rows, paym table has 6 rows, region table 

has 9 rows and the sales table has about 15 million rows.  

 

Results: 

 
 

Figure 3. Using the second query: sales table has about 15 million rows 

 

In this test, we can see that by joining more dimensional 

tables to the fact table, the query runtime significantly 

increased. This time, the query ran about 4-5 times faster 

when the in-memory feature was enabled and the data was 

populated into the memory. 

 

We have seen before, that doubling the rows affected the 

performance, however joining more dimension tables 

increased the runtime way more. 

 

 

Double the number of rows and see the results again: 

 

 
 

Figure 4. Using the second query: sales table has nearly 35 million rows 

 

Generally speaking, using more joins significantly decreases 

the performance, while using the query on a bigger table 

decreases performance firmly less. On average, 2 

dimensional queries are 2x faster while 5 dimensional 

queries are 6x faster with the in-memory feature enabled. 

The more complex the query, selecting the data from in-

memory becomes more effective. 

We can clearly say, that using data warehouses with in-

memory option roughly increases performance and reduces 

time needed to generate various reports. In the era of Big 

Data, it is a powerful tool which helps in day by day 

decisions. It can speed up the preparing of business processes 

which could lead to market benefits. 

The second test is represents a real-time analytics. The most 

important difference is that in the OLTP systems, the data is 

not structured well and is not transformed to the required 

format. Therefore, using analytic queries can cause 

overloads, can shut down systems which could lead to 

market loss. Using a powerful analytic tool which does not 

affect the OLTP performance is a key to real-time analytics. 

The first test showed how in-memory benefits after we insert 

more data and do more joins. In this test, I will use two 

queries which will concentrate on the performance issues 

caused by the unstructured data and the number of columns 

selected. The query selects six columns, one from the fact 

table and five from dimension tables. The fact table has 

nearly 70 columns, the dimension tables have 3-11 columns. 

The selected columns are the same as on the other test: 

department name, country name, material type, payment 

type, sales price and region name. Like before, sales price is 

aggregated again. There are some differences on the table 

and column names, but the query is the same as in the 

second. 
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C. Third query: 

select sum(a.price), b.dep_name, c.country_name, 

d.mat_type, e.paym_type, f.reg_name from sales a, depart b, 

country c, mater d, paym e, region f where 

a.dep_id=b.dep_id and a.country_id=c.country_id and 

a.mat_id=d.mat_id and a.paym_id=e.paym_id and 

a.region_id=f.region_id group by b.dep_name, 

c.country_name, d.mat_type, e.paym_type, f.reg_name 

order by c.country_name ASC; 

In this test, depart table has 27 rows, country table has 4 

rows, mater table has 14 rows, paym table has 6 rows, region 

table has 9 rows and the sales table has more than 90  million 

rows, nearly 100 million. I chose this large number of rows, 

because this will surely show the difference. 

 

 
 
Figure 5: Using the third query on unstructured data: sales table has nearly 

100 million rows, 6 columns selected 

 

The difference is huge. By the advantage of vector 

processing and in-memory column store architecture, using 

in-memory on unstructured data improves the performance 

even more than before. 

 

During the second test, I will use the same tables but I will 

select 18 columns instead of six. 

 

D. Fourth query: 

select sum(a.price), a.date, a.load_id, a.ref_number 

b.dep_name, b.dep_id, c.country_name, c.contry_id, 

d.mat_type, d.mat_id, d.mat_unit, d.seq_num, e.paym_type, 

e.paym_div, e.load_id, f.reg_name, f.code, f.id from sales a, 

depart b, country c, mater d, paym e, region f where 

a.dep_id=b.dep_id and a.country_id=c.country_id and 

a.mat_id=d.mat_id and a.paym_id=e.paym_id and 

a.region_id=f.region_id group by a.date, a.load_id, 

a.ref_number b.dep_name, b.dep_id, c.country_name, 

c.contry_id, d.mat_type, d.mat_id, d.mat_unit, d.seq_num, 

e.paym_type, e.paym_div, e.load_id, f.reg_name, f.code, 

f.id order by c.country_name ASC; 

 

 
 

Figure 6: Using the fourth query on unstructured data: sales table has 

nearly 100 million rows, 18 columns selected 

 

This is where in-memory column store architecture is not 

effective. Upon selecting a larger number of columns, the 

performance highly drops. This is caused by the in-memory 

column store architecture which was designed to select only 

a few columns. 

 

Generally speaking, in order to benefit from Oracle In-

Memory Database we have to keep in mind that selecting 

large number of columns and returning large number of rows 

can cause huge performance loss. Furthermore, using 

complex predicates and joining multiple large tables has bad 

impact on performance. Therefore it is reasonable to look 

into the details of tests and create a performance difference 

map based on the number of rows and columns. 

 

 

VII. SUMMARY 

Oracle In-Memory Database has the ability to change the 

regular BI concept. Being able to store the required data in-

memory for real-time ad-hoc analysing while also 

accelerating OLTP on disk is powerful. Performance 

benefits can be also seen at aggregation, at filtering and at BI 

type reporting which typically summarises a lot of data. 

Nevertheless, in most cases, if we need the data instantly 

from huge tables it does not enough, we still need aggregated 

tables. Therefore, if the organization creates and stores a 

huge amount of data using this feature instead of a data 

warehouse is not recommended. The real power shows upon 

using it on a single database for real-time ad-hoc querying. 

Depending on the settings and on the data, queries could be 

executed a hundred times faster or even more. At last, having 

the chance to use one product for multiple purposes offers 

great support possibility and prevents problems which can 

appear when integrating products from separate 

organizations.  
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